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An Experimental Investigation of
the Flow Fields Within
Geometrically Similar
Miniature-Scale Centrifugal
Pumps
Flow fields within two miniature-scale centrifugal pumps are measured and analyzed to
facilitate an understanding of how scaling influences performance. A full-scale pump, of
impeller diameter 34.3 mm and blade height 5 mm, and a half-scale version were fabri-
cated from a transparent material to allow optical access. Synchronized particle-image
velocimetry (PIV) was performed within the blade passage of each pump. Pressure-flow
characteristics, hydrodynamic efficiencies, and high-resolution flow field measurements
are reported for six rotational speeds over a Reynolds number range 706–2355. Fluidic
phenomena occurring in the impeller passage at both pressure and suction surfaces are
identified. Efficiencies are evaluated from direct measurement to be between 10% and
44% and compared with inner efficiencies calculated from the PIV data. Hydrodynamic
losses as a percentage of overall efficiency increase from 12% to 55% for 2355�Re
�706. Slip factors, in the range 0.92–1.10, have been derived from velocimetry
data. �DOI: 10.1115/1.3176985�

1 Introduction
Consumer demands for high-performance, small-scale informa-

tion, and communication technologies have driven the need for
thermal management solutions. In some applications, component-
level heat fluxes are currently approaching the limits of conven-
tional forced air cooling—see Ref. �1�, for example—and alterna-
tive technologies are now under consideration. The evolution of
data centers, moreover, is placing an increasing demand on effi-
cient thermal solutions to counteract growing energy costs. It is
evident in literature that there is a lot of research activity address-
ing liquid cooling, much of which concentrates on primary heat
removal from the system level components to the cooling liquid.
Garimella et al. �2� highlighted the lack of research invested in the
other aspects of liquid cooling systems, for example, pumping,
interconnection and facility for hot plugging, fluid reservoirs, and
secondary heat exchange. The scope of this paper is an investiga-
tion of the hydrodynamic performance of miniature centrifugal
pumps designed for electronics cooling applications.

Singhal et al. �3� compiled a state-of-the-art review of micro-
pumping technologies suitable for microchannel coolers. A range
of pumping techniques from mechanical, electro-, and magnetoki-
netic, phase change, and miscellaneous were assessed with refer-
ence to their performance, size, potential for miniaturization,
power requirements, and suitability for electronics cooling appli-
cations. Quantitative performance was examined in terms of the
maxima of flow rate per unit area and back pressure. Rotary mi-
cropumps exhibited reasonable performance in comparison with
other techniques, although their potential for miniaturization was
noted to be moderate, primarily due to the risk of stiction occur-
ring at small scales. Many of the novel micropumps in develop-
ment fail to achieve the required cooling flow rates for contempo-

rary solutions and are not currently cost effective. Current
micropump technologies, as demonstrated by Matteucci et al. �4�,
Lei et al. �5�, Ahn et al. �6�, are often application specific and
unsuitable liquid cooling applications, which require modularity.

Most contemporary liquid cooled electronics systems use rotary
pumps, and these are predominantly centrifugal in configuration.
Centrifugal pumps offer advantages in terms of cost, established
motor drive technology, and uniformity of flow. Relatively, little
work has been conducted on miniaturizing centrifugal pumps for
small-scale thermal management applications. In particular, these
miniature-scale centrifugal pumps appear to be designed for ease
of manufacture with little attention to the optimization of hydro-
dynamic performance. It is evident that miniature rotary pumps
will continue to be deployed in liquid cooling systems for the
medium term and that performance improvements will be required
as heat loads increase and available space diminishes.

One of the primary challenges in the miniaturization of pump
design is prediction of performance. At larger scales, the pump
scaling laws can be used with a high degree of confidence to
predict variations in pump performance with size and speed. As
scale is reduced, however, Reynolds number is reduced, and be-
low a critical Reynolds number significant reductions in hydrody-
namic efficiency can occur, invalidating the pump scaling laws, as
reported by Day et al. �8� and Lorenz and Smith �9�. There is a
need for velocimetry data to investigate the fluidic phenomena,
which influence hydrodynamic losses at low Reynolds numbers.

Particle-image velocimetry �PIV� data for miniature-scale
pumps were reported by Sankovic et al. �7� for an impeller diam-
eter of 35 mm. Hardware limitations restricted the analysis of
velocity flows within the interblade area to an interrogation region
of 64�64 pixels, however, which corresponds to a vector-to-
vector distance of not less than 500 �m. The data presented in
this paper for a similar scale feature vector field resolutions as fine
as 60 �m with each data set comprising 150 images. Much re-
search was conducted on investigating qualitative imagery in the
impeller passage and volute region at varying scales of macros-
cale centrifugal pumps—for example, Refs. �10–12�. However,
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this macroscale work was carried out on pumps of diameter scale
between 5.5 and 14 times greater than those considered in this
paper.

The objective of this paper is to investigate the flow fields
within two miniature-scale centrifugal pumps in order to under-
stand how scaling influences pump performance. This paper fo-
cuses on pumps whose size is appropriate to modern day electron-
ics cooling applications, where space is one of the primary
constraints. A full-scale pump, of impeller diameter 34.3 mm and
blade height 5 mm, and a half-scale version were fabricated from
a transparent material to allow optical access. Pressure-flow char-
acteristics and high-resolution flow field measurements were re-
corded for a range of rotational speeds. Rotational speeds were
selected within the torque range of the dc motor driving the im-
peller and in the range of realistic operational flow rates for a
typical cooling system. Velocity vectors were evaluated for each
flow field at three operating points and compared with conven-
tional pump theory. The data were plotted nondimensionally to
investigate points of similitude. Evolution of the theoretical veloc-
ity triangles moving from inlet to discharge were compared with
the experimental data and the findings are discussed in the context
of efficiency degradation and increasing hydrodynamic losses at
decreasing Reynolds numbers. Fluidic phenomena occurring in
the impeller passage at both pressure and suction sides of the
impeller blades are identified. The authors believe that this is the
first comparative study that includes a detailed analysis of both
qualitative and quantitative flow fields of pumps at this scale.

2 Scaling Groups
The conventional scaling laws for centrifugal pumps, as out-

lined by Stepanoff �13�, allow comparison of the performance of
pumps of varying scale working with a range of liquids. Dimen-
sionless flow, pressure, and Reynolds number are defined, respec-
tively, as follows:

� =
Qv

�D2h
�1�

� =
�P

��2D2 �2�

Re =
Qv

	D
�3�

This study investigates a constant viscosity fluid at a range of
Reynolds numbers determined by varying rotational speed and
scale.

3 Experimentation
This section comprises a detailed description of the experimen-

tal apparatus, an overview of the performance characterization
procedure, and considerations for the application of PIV, including
details of the experimental procedure.

3.1 Apparatus. The details of the pumps and the hydrody-
namic characterization system are presented in Secs. 3.1.1–3.1.3.

3.1.1 Pumps. The experimental characterization was carried
out on two custom-made transparent centrifugal pumps �Fig. 1�
whose dimensions are specified in Table 1 and illustrated in Fig. 2.
The pump casings were manufactured from clear polished poly-
urethane with a refractive index of approximately 1.4. The trans-
parency allowed full-field PIV within the impeller region. The
original geometry of the pump impeller was based on the com-
mercially available CSP MAG centrifugal pump. The pumps were
powered by a brushless motor �Maxon EC-max 22� controlled by
a servo amplifier �4-Q-EC DES 50/5� with data sampling in ac-
cordance with the following standards: ISO 2859, MIL STD
105E, and DIN/ISO 3951. This controller allows instantaneous

Fig. 1 Transparent centrifugal pumps

Table 1 Pump geometry and nominal flow conditions

Geometry Pump A Pump B Units

Inlet diameter D1 10.0 5.0 mm
Outlet diameter D2 34.3 17.15 mm
Blade height h 5.0 2.5 mm
Number of blades z 6 6 

Inlet blade thickness t1 2.0 1.0 mm
Outlet blade thickness t2 3.0 1.5 mm
Axial blade clearance c 1.0 0.5 mm
Inlet blade angle �1 85 85 deg
Outlet blade angle �2 72 72 deg
Blade curvature radius Rb 25.0 12.5 mm
Rotational speed rpm 3400 8000 rpm
Maximum flow rate at zero
pressure rise and nominal speed Qv max 8 2.65 l/min
Maximum pressure rise at zero
flow rate and nominal speed �Pmax 22.4 29.6 kPa

3mm

5mm

34.3mm

6mm

3mm

1.5mm

72°

(a)

(b)

1mm

85°

Fig. 2 Pump A impeller geometry where „a… represents a plan
view and „b… represents a lateral view

101101-2 / Vol. 131, OCTOBER 2009 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



speed and torque read out at a frequency of 20 Hz through a
graphic user interface. Instantaneous shaft power was also re-
corded using a Hall sensor within the motor in order to evaluate
hydrodynamic efficiency. The motor torque output was then cal-
culated by multiplying the current output by the specific torque
constant for the motor. The frictional effect due to the sealing
gland was less than 1% of the no-load torque and considered to be
negligible.

3.1.2 Hydrodynamic Test Bed. The experimental facility was
used to measure pressure-flow characteristics for the full-scale and
half-scale pumps for a range of rotational speeds. Water was used
as the working fluid. Figure 3 is a schematic diagram of the mea-
surement system for this experiment, designed in accordance with
EN ISO 5198:1998 �14�. A 5 l reservoir positioned at a height of
200 mm above the pump provided sufficient static pressure within
the flow loop to prevent any potential for cavitation to occur in
either the auxiliary or the test pumps. The reservoir featured an
unsealed open top in order to allow access for seeding the flow.
The piping used was PVC drawn tubing with an internal diameter
of 9.5 mm and with a surface roughness of 1.5 �m. This material
allows better optical access than conventional transparent media.
Pressure differentials across the pumps were measured by a wet/
wet differential pressure transducer �GE Druck PDCR 4170 high
performance� with a range −35 kPa to �35 kPa connect to a
digital pressure indicator �Druck DPI 280�. The transducer has an
accuracy of �0.08% best straight line maximum, which at full
scale corresponds to a measurement uncertainty of �28 Pa. Two
variable area flow meters connected in parallel—model RAQN
�flow rate range 1.7–17 l/min and adheres to the VDI 3153 stan-
dard class 4� and Dwyer minimaster �0.25–2.5 l/min with an ac-
curacy of �4% of full scale�—were used to obtain the full mea-
surement range required for the pump characterization. Flow rates
were read directly from the graduated scales on the rotameters.
Volumetric flow rate and pressure rise were varied in the test bed
using a throttling valve with a low loss coefficient and an auxil-
iary pump as indicated in the schematic.

3.1.3 Performance Characterization Procedure. Pump charac-
terization was carried out on the full-scale and half-scale pumps
using the following procedural steps.

1. The selected pump was run at the characterization speed for
an initial warm up period of 4–5 min in the hydrodynamic
test bed. This ensured the removal of any air bubbles in the
system and a uniform steady state flow through the system
prior to data acquisition.

2. The ball valve �shown at position X in Fig. 3� was then
closed and the pressure reading was taken at zero flow. The
corresponding output torque current reading at the pump
shaft was recorded simultaneously.

3. The valve was opened in increments to reduce the pressure
rise across the pump. At each increment, pressure rise, flow
rate, and torque were measured.

4. When the valve was fully opened, the auxiliary pump was
used to overcome system impedance within the test bed in
order to allow characterization over the full performance
range to the zero pressure rise condition.

Each test condition adhered to these procedural steps for pump
A at 2200 rpm, 2800 rpm, and 3400 rpm and pump B at 4000 rpm,
6000 rpm, and 8000 rpm.

3.2 PIV Experimentation. The new wave research Nd-YAG
Minilase III laser used for the PIV in this experiment has a 532
nm wavelength. The images from the pump were captured by a
TSI PowerView Plus 2MP PIV camera �model 630057� connected
to a PC via a PIV processor as detailed in Fig. 3. The PIV analysis
was carried out using TSI’s INSIGHT 3G software program. The
software controlled the laser pulse durations, light intensity, the
camera frame rate, and calculated the particle displacements. It
also enabled postprocessing of the corresponding A and B images
subsequent to capture removing background noise and reducing
reflections. Tracer particles were chosen based on the following
ideal criteria: consistent flow tracking, no fluid alterations, or set-
tling during test. The TSI silver-coated hollow glass spheres se-
lected had a diameter range between 8 �m and 12 �m with den-
sity index of 1.65.

A common region of interest �Fig. 4� was observed for each
experimental condition and a corresponding time-averaged veloc-
ity flow field was computed. Each data set comprises 150 image
pairs taken at the midpoint of the blade height in each case. The
laser sheet thicknesses in pump A and pump B were approxi-
mately 2 mm and 0.9 mm, respectively. Pump rotation was syn-
chronized with the PIV data acquisition system ensuring all data
were recorded in an identical impeller segment. Synchronization
was accomplished by triggering the PIV acquisition system with

Fig. 3 Hydrodynamic test bed „to EN ISO 5198:1998… with
velocimetry

R

R

θθ

Loci of radial & tangential
velocity components

Fig. 4 Pump A with impeller blades „4 and 5… in PIV measure-
ment position 90 deg anticlockwise of the outlet
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the Hall sensor output at the impeller shaft. This yielded PIV data
sets, which were recorded between identical impeller blades
throughout the experiments. PIV parameters are outlined in Table
2.

The fluid flow region within the blade passage was divided into
an array of interrogation areas. Each interrogation area consisted
of 32�32 pixels. The interrogation areas were individually ana-
lyzed using the following plug-in grid engines—the Nyquist grid,
the Gaussian peak engine, and the fast Fourier transform �FFT�
correlator. The Nyquist grid engine operates with a 50% interro-
gation overlap fitting a Nyquist sampling criteria. A single filter
pass using a Gaussian peak in conjunction with the FFT correlator
removed any spurious vectors from the data. A validation proce-
dure was also performed on the data within the measured range. A
second recursive evaluation of the PIV data produced an interro-
gation region of 16�16 pixels achieving vector-to-vector spac-
ing of 80 �m and 60 �m for pump A and pump B, respectively.

3.2.1 PIV Experimentation Procedure. All PIV measurements
presented here were obtained at or close to the best efficiency
point �BEP� of the pumps at a nondimensional flow coefficient �
equal to 0.04. Table 3 defines the actual flow conditions for each
velocimetry test condition including comparison with maximum
efficiency value.

1. The auxiliary pump was run at constant speed for 4–5 min in
to achieve steady state through the hydrodynamic test bed.

2. A sufficient concentration of seeding as quantified by Rei-
thmuller et al. �14� was added to the reservoir at position A
and stirred until a homogeneous mixture of fluid and tracer
particles was observed passing throughout the system.

3. The flow was throttled by partially closing valve X until the
pressure reading was at the required specific flow coeffi-
cient.

4. The pump rotational speed was recorded, and a 3 min delay
was allowed in order to attain steady state for this condition
prior to recording any PIV data.

5. 150 PIV image pairs were recorded and an analysis was
conducted on the corresponding blade passages between the
impeller blades as illustrated in Fig. 4.

4 Results and Discussion
In this section, the hydrodynamic characteristics of both pumps

are presented and discussed in conjunction with the measured PIV
data. One- and two-dimensional velocity profiles are also pre-
sented and the findings are discussed in conjunction with the Euler
velocity triangles.

4.1 Hydrodynamic Characterization. Figure 5 illustrates the
nondimensional pressure-flow performance of each pump at vari-
ous operating points. It is clear that the characteristics do not scale
completely with inferior performance for the smaller scale pump.
Moreover, performance degrades at lower speeds. This anomaly in
ideal agreement with conventional pump theory is further high-
lighted in Fig. 6 with the decrease in hydrodynamic efficiency
with decreasing speed and geometric scale. Figure 7 illustrates the
decreasing maximum hydrodynamic efficiency as a function of
reducing Reynolds number for the range of test conditions. Hy-
drodynamic efficiency is a ratio of fluid power and mechanical
shaft power:

hydro
�P · Qv

T�
�4�

Fluid power is represented as the product of pressure rise and
volumetric flow rate. Shaft power input is presented as the product
of input torque and rotational speed. Equation �4� was used to
calculate efficiency from measured values of pressure differential,
flow rate, torque, and rotational speed. Decreasing efficiency with
scale is one of the primary inhibiting factors for the usage of
rotary pumps at reduced scales �15�. Some possible reasons for
this decrease in performance are drawn from a qualitative analysis
of the velocimetry data in the next section.

Table 2 PIV processing parameters

PIV parameters Pump A Pump B Units

Laser sheet thickness 2 1 mm
Actual particle size 8–12 8–12 �m
Length per pixel 10.16 7.57 �m
Resolution 1600�1200 1600�1200 pixel
Interrogation size 32�32 32�32 pixel
Time between images 10 10 �m

Table 3 Pump flow conditions for velocimetry test data including maximum efficiency values
for comparison

Pump rpm
max
�%�


�%�

Qv
�l/min� � � Re

A 3400 44 44 5.00 0.04 0.12 2355
2800 43 42 3.50 0.04 0.11 1884
2200 37 36 2.50 0.04 0.11 1413

B 8000 34 34 1.50 0.04 0.10 1413
6000 23 23 1.00 0.04 0.10 942
4000 10 10 0.75 0.04 0.90 706
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Fig. 5 Nondimensional pressure-flow curves as a function of
operational speed „uncertainty of �= ±5–20% and �= ±0.8%…
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4.2 Two-Dimensional Velocity Flow Fields. Figure 8 illus-
trates synchronized relative velocity flow fields for each of the six
test conditions where �=0.04 �Table 3�. The rotation of the im-
peller is anticlockwise and the tangential velocity of the impeller
is subtracted from the measured local fluid velocities to obtain
their relative component. In all cases, it is evident that the flow
patterns deviate from the ideal channel-style flow parallel to the
blades. Four flow features are evident: secondary flow, incident
flow, out-of-plane flow, and dead zones. These are discussed in
Secs. 4.2.1–4.2.4.

4.2.1 Secondary Flow. A noteworthy feature recognized in
these figures is the presence of secondary flow. Secondary flow
occurs as the fluid is deflected toward the impeller axis and results
in a decrease in the centrifugal force. This finding was also found
in work by Choi et al. �16� on pumps of diameter four times
greater than those investigated here. Similar transient fluid dy-
namic phenomena are also highlighted in the miniature-scale
range. Tsukiya et al. �17� illustrated the development of secondary
flows in the passage of a miniature-scale centrifugal pump of di-
ameter 80 mm and an exit angle of 67 deg. The secondary flows
within this pump were found to develop as a result of adverse flow
phenomenon at the suction surface of the blade. Figure 8�f� illus-
trates secondary flow development in the region corresponding to
coordinates �2.6,5� to �5.9,5�, from upper center to lower center at
the impeller exit at the lowest Reynolds number condition under
test. This secondary cross flow �flow moving from pressure to

suction side� is likely to be a contributing factor to reduced effi-
ciency in the smaller scale pump as it is not congruent with the
diffusing blade and deviates from an ideal channel-style flow. The
absolute tangential velocity of the fluid V� is reduced as a result of
this secondary flow and hence the overall hydrodynamic effi-
ciency is reduced.

4.2.2 Incident Flow. At the inlet to the blade passage in all six
cases presented, it is evident that flow is incident onto the leading
edge of the blade, as vectors point diagonally down and to the left.
Incident flow creates local zones with decelerated flow. Redesign-
ing the blade’s leading edge such that it is aligned with this rela-
tive inlet flow direction would be likely to improve the perfor-
mance of the pump. The radial flow direction �i.e., inwards or
outwards relative to blade inlet� at the impeller exit is of signifi-
cance as it influences the flow rate of the pump. The flow through
the impeller passage �through-flow� shows contrasting direction
with scale. Figures 8�a�–8�c� display regions of through-flow mi-
grating from pressure side to the suction side. At the suction side,
however, this flow becomes more complex at the blades’ trailing
edge. This flow feature does not appear to scale as it is not present
to the same degree in pump B. In contrast, the predominant flow
path in pump B is from suction side to exit pressure side as out-
lined in Figs. 8�d�–8�f� at coordinates �6,5� to �2,2�.

4.2.3 Out-of-Plane Flow. Investigating a centrifugal pump in
a similar manner, Choi et al. �16� deduced that leakage flow
within the measured plane may interact with flow in adjacent
planes and thus illustrate a complex three-dimensional flow pat-
tern. Each measurement plane is subjected to an averaging of the
local velocity by the PIV algorithm as outlined previously. There
is an apparent three-dimensional flow occurring at the suction side
of pump A for each rotational speed investigated, as highlighted in
Fig. 8�b�. Flow tends to move toward the suction side and away
from the pressure side of the rotating blade. It is inferred that this
may be due to out-of-plane flow caused by the presence of a
“horseshoe” vortex pair acting in a radial direction. The re-
searches of Sumer et al. �18� and Gulich �19� illustrate the forma-
tion of this vortex when flow on the hub decelerates on approach-
ing the impeller leading edge. The blockage caused by the blade
and stagnating fluid results in the liquid being displaced from the
wall laterally into the channel forming a horseshoelike vortex, as
illustrated in Fig. 9. This vortex is illustrated throughout Figs.
8�a�–8�c� by the movement of two flow regimes: one flow regime
moves toward the suction side of the blade and another away from
the pressure side. The vortex in pump B occupies a smaller per-
centage area of the blade passage than pump A �Figs. 8�a�–8�c��;
however, there is evidence of flow toward the suction side in Figs.
8�d�–8�f� at �7.5,3�. The measurement plane in pump B at 8000
rpm indicates a zone of reduced flow and thus may be recording
closer to the vortex center. Since the measurement plane is located
at the blade midpoint in each case, it is conjectured that the posi-
tion of vortex may displaced at higher rotational speeds. Reducing
the width of the leading edge would reduce the fluid stagnation
zone, thus preventing fluid separation and the development of this
vortex at reducing scale. Sudden expansion of the impeller area
can result in sharp deceleration of the flow, separation, and shock
losses adjacent to the blade �19�. These losses encourage the de-
velopment of a vortex and reduce radial outflow, thus decreasing
hydrodynamic efficiency.

4.2.4 Dead Zones. Zones of reduced flow or “dead zones” are
a prominent feature observable in each flow field. Figures 8�a�
and 8�d� illustrate examples of large regions of retarded flow
within the blade passage in each scale of pump. In pump A this
can be observed at coordinates �8,8� and again in pump B located
at �6.6,3�. In pump A these dead zones are also observed in iso-
lated areas in the blade passage at increased rotational speeds—
Fig. 8�b� coordinates �7,8.5� and Fig. 8�c� coordinates �9,9�.
Throughout pump B, however, these zones of reduced or stagnant
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Fig. 6 Efficiency curves of test pumps as a function of oper-
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relative flow can be observed adjacent to the suction side of the
blade. It is conjectured that the dead zones on the suction side of
pump B correlate with the measurement of the center of the horse-
shoe vortex. The center of the vortex may be directly in the mea-

surement plane leading to the measurement of a dead zone at the
center of the vortex on the suction side. This finding is consistent
in Figs. 8�a�–8�c� for pump B. The percentage area covered by
these stagnant zones at this scale is greater than those of pump A,
a geometrically similar pump of twice the dimension. The net
reduced flow in the radial direction correlates to a reduced flow
rate within the pump and thus to a reduced overall hydrodynamic
efficiency. This observation is consistent with relative flow fields
discovered in macroscale work by Pedersen et al. �11� and Tsukiya
et al. �17�.

Analyzing the velocity blade profiles within the blade passages
at the midplane has identified some mechanisms of loss. The PIV
data are recorded over a region of approximately 40% of the blade
height; some averaging is implicit and, in addition, some other
features may exist away from the measurement region. It is specu-
lated, however, that it is unlikely these mechanisms of loss occur
at each plane about the midpoint due to the sensitivity of the
velocimetry technique to boundary layer development. This is dis-
cussed in more detail in Sec. 4.3. In addition to these four fea-
tures, there are other flow patterns evident within the pumps
which vary. It is likely that these features, as mechanisms of loss,
diminish the efficiency of the pumps, particularly at lower Rey-
nolds numbers.

4.3 One-Dimensional Velocity Profiles. In this subsection
the PIV data, from each of the operating conditions, at selected
radial and circumferential loci illustrated in Fig. 4 are compared

Fig. 8 Relative velocity flow fields normalized with respective blade speeds Vrel /Vb

Horseshoe vortex

Measurement
plane

Inlet flow

Suction
side

Pressure side

Flow direction away
from pressure side

Flow direction
towards suction side

V

Impeller
blade

Fig. 9 Formation of a horseshoe vortex pair
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with the measured values extracted from the hydrodynamic char-
acterization. The one-dimensional velocity data are also compared
with Euler velocity vectors calculated from direct measurements.

Figure 10 illustrates the absolute tangential velocity V� normal-
ized with blade velocity Vb as a function of increasing nondimen-
sional radial distance �r /R� for each operating point. The graph is
composed of 180 averaged velocity data points taken along radial
line R−R as defined in Fig. 4. The whirl velocity component
increases as it extends toward the blade impeller tip for each Rey-
nolds number, a finding that conforms to conventional pump
theory. For any given operating condition, the pressure rise across
a pump is proportional to the tangential component of velocity. It
is notable that the highest velocity vectors are recorded for the
three test conditions of the large-scale pump, an indication of its
superior pressure rise in comparison with the small-scale pump. It
is also apparent that the average velocity for the lower rpm values
of pump A exceeds that of the blade tip speed at 0.6�r /R�0.8. It
is hypothesized that this phenomenon may be attributed to the
measurement of a horseshoe vortex pair acting in the radial direc-
tion. Furthermore, it is conjectured that the two-dimensional flow
fields illustrate the flow vectors for both these conditions acting in
a normal direction to the blade suction surface.

Figure 11 presents time-averaged absolute tangential velocities
extracted along arc �-�, shown in Fig. 4, plotted as a function of
circumferential angle at the impeller outlet for each test condition.

The angle � is measured from pressure side to suction side. Each
degree is represented by a data point, which is time-averaged data
over 150 images. The fluid velocity approaches that of the blade
in all cases and in conjunction with Figs. 8�b�, 8�c�, and 10, higher
velocity components can be seen at the suction side of the rotating
impeller. The nondimensional data collapse with a variance of
between 0.03% and 1.58% from unity. With reference to Table 3,
the pressure coefficients vary for each test condition and this
variation in V� is responsible for the measured differences in �.

Figure 12 illustrates nondimensional plots of radial velocity
�Vrad /Vb� as a function of normalized angular position for both
scales of pump at three rotational speeds. These six conditions
span Reynolds numbers ranging from 706–2355. Each data set is
taken at the blade midheight and at blade trailing edge, r /R=1, for
each respective pump. The key features to note in this graph are a
reduced exiting velocity along a circumferential arc �-� at the
impeller tip �r /R=1� moving from pressure side to suction side of
the passage and higher exiting radial velocity at the pressure side
of the rotating blade. All qualitative imagery �see Fig. 8� demon-
strates a degree of decreased through-flow in the center of the
blade passage and this is most prominent in the large pump for the
measurements at 2200 rpm and 2800 rpm. This finding corre-
sponds with the plotted data in Fig. 10 where the predominant
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flow occurs on the pressure side of the blade passage.
In Fig. 13, the tangential and radial velocity measurements,

which were presented in Figs. 11 and 12 are spatially averaged
and plotted against Reynolds for all of the points and both pumps.
The normalized tangential velocity V�

� and radial velocity Vrad
�

are extracted from averaged data points over the blade span of 50
deg along arc �-� at r /R=1 for each test condition. The main
trend evident in Fig. 13 is one of decreasing tangential velocity,
by approximately 20%, with reducing Reynolds number—with
the exception of the largest Reynolds number value. For any op-
erating condition, pressure rise across a pump is proportional to
the absolute tangential component of velocity. It can be observed
that the nondimensional radial velocity component is almost uni-
form in each test: this is expected, as all tests were run at the same
specific flow coefficient, �=0.04. For comparison, hydrodynamic
efficiency was also computed from Eq. �4� based on the measured
one-dimensional averaged velocity components as follows:

�P = V̄� · V̄b · � �5�

Qv = V̄rad · V̄b · � �6�

The radial velocity component Vrad is directly proportional to
volumetric flow rate Qv and is a measure of the through-flow in
the impeller passage. Consequently, as the flow coefficient was
the same for all of the cases investigated, it can be seen from Fig.
13 that the spatially averaged nondimensional radial velocity for
each test condition is the same. The absolute tangential compo-
nent of velocity V� therefore is a measure of overall pump
efficiency.

Figure 14 shows hydrodynamic efficiency—evaluated from Eq.
�4�—expressed as a function of Reynolds number. Similar trends
are evident in the measured and calculated efficiencies, an indica-
tion that the quantitative velocity data are consistent with the mea-
sured performance characteristics of the pumps. The discrepancy
in magnitude is likely to be due to the frictional losses within the
pump volute and pipe losses between the pressure tappings in-
cluding expansion and contraction at inlet and at exit as described
by Van den Braembussche �20�. The merit in understanding inner
hydrodynamic efficiencies allows optimization of the impeller ge-
ometry and serves as a guide to pump performance. Furthermore,
the difference between inner and overall pump efficiency values
quantifies the frictional losses associated with specific geometry
and the relative increase in these hydrodynamic losses with de-
creasing Reynolds number and scale. Examining the discrepancy
in magnitude expressed as a percentage of overall efficiency indi-
cates an overall increase in hydrodynamic losses from 12% to
55% for decreasing Reynolds numbers in the range 2355–706.
Figure 14 also plots an approximate measure of boundary layer
development inside the pump in order to examine efficiency deg-

radation with decreasing Reynolds number. Theoretical boundary
layer development �cl is plotted for a characteristic chord length at
blade tip. Conventional flat plate boundary layer theory is applied
to this analysis and boundary layer growth is represented by

�cl =
5x

�ReL

�7�

where the Reynolds number ReL is calculated using a character-
istic chord length and the mean radial flow velocity in the blade
passage at that location. This velocity is expressed by the follow-
ing equation:

V̄rad =
Qv

6Abp
=

Qv

��D − t�h
�8�

At the lowest Reynolds numbers, the boundary layer engulfs
80% of the overall passage height. In the PIV measurements, the
light sheet thickness of the measurement plane occupied a total of
40% of the blade height and therefore a significant portion of the
boundary layer is included in the measurement area. The bound-
ary layer reduces the effective area of the passage and increases
the value of the expected mean velocity. The PIV data are sensi-
tive to the alignment of the light sheet as the light sheet spans
such a large proportion of the boundary layer. This is likely to
represent a source of error in the velocity measurements as the
PIV data represent an integrated measurement over a control vol-
ume equivalent to 40% of the overall passage height. However,
the fluid velocity is not constant as it passes from inlet to exit in
the pump volute unlike for flat plates. Continuity of mass dictates
the fluid velocity reduces as it moves toward the blade tip. Bound-
ary layer growth increases at lower flow velocities; thus its influ-
ence becomes more apparent in the measure of the velocimetry
data at lower Reynolds numbers. Hodson �21� stated that at low
Reynolds numbers the boundary layers tend to be laminar and
separate readily in regions of increased pressure �or reduced ve-
locity�, giving rise to dead zones and increased hydrodynamic
losses. This finding can be referred to the decreasing efficiency of
the pumps at reducing Reynolds number.

4.3.1 Euler Velocity Triangles. The direction of the relative
velocity component throughout the blade passage is of significant
importance in determining the efficiency of the pump. In an ide-
alized flow, the relative velocity of the fluid exiting the pump
blade passage will be aligned with the blade trailing edge. In
reality, however, the flow deviates from the blade orientation and
the amount by which it deviates is indicative of the loss generated,
as it results in a reduction in the outlet swirl and hence pressure
rise. In order to assess the deviation, velocity triangles are evalu-
ated at discharge for both PIV data �see Fig. 13� and the measured
performance characteristics. The absolute velocity component is
represented by the following trigonometric expression:

Vabs = �Vrad
2 + Vb

2 + Vrad
2 tan2 � + 2VbVrad tan � �9�

The average radial and whirl �Vrad and V�� components are used
to construct the PIV velocity triangles according to the relation-
ship outlined in Eq. �9�. �Graphically Eq. �9� can be represented
by Fig. 15.� Considering the directly measured data, the average
radial velocity component was calculated from Eq. �8�. Figures
16�a� and 16�b� illustrate a comparison between the velocity tri-
angles calculated from PIV data representing flow at the blade
trailing edge and inferred from the measured volumetric flow rate.
The PIV velocity triangles facilitate a direct comparison between
the data plotted in Fig. 13 and the behavior of an inviscid fluid at
this measured flow rate. The variation in scale between the PIV
velocity triangles and those constructed from overall bulk mea-
surements is due to the higher centerline velocity in the measured
plane. Large absolute components of velocity are evident in Fig.
16 for pump A at both 2800 rpm and 2200 rpm. The local absolute
velocities exceed the blade velocity at r /R=1 resulting in a nega-
tive deviation angle �. The deviation angle in Figs. 16�a� and
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16�b� in either positive or negative direction from blade outlet
angle correlates with the degree of slip within the flow at the blade
trailing edge. A contrary finding in the small-scale pumps can be
observed in Fig. 16�b�, which features a positive deviation angle
that extends the relative component in the opposite direction. The
magnitude of these deviation angles is presented in Figs. 16�a�
and 16�b�, quantifying the deviation of the real flow from the
blade outlet angle. Slip factors ranging from 0.92 to 1.10 are
evaluated using the slip factor definition as illustrated in Eq. �10�
where a slip factor equal to one represents blade-congruent flow.

� = 1 −
Vs

Vb
�10�

Vs is defined as the magnitude of slip as illustrated in Figs.
16�a� and 16�b�. A slip factor greater than 1 indicates fluid moving
faster than blade velocity and is also representative of incongruent
flow behavior. The slip factor represents a reduction in the capa-
bility of the miniature-scale pump to transfer energy and is indica-
tive of hydrodynamic loss. Incorrect blade alignment with the
incident flow causes separation and undesirable flow structures to
occur in the pump. Increasing the backward curvature of the blade
angle at inlet and discharge to match the relative flow outlet angle
would reduce hydrodynamic loss through the blade passage and
improve pumping performance.

5 Conclusions
In this paper, an experimental and theoretical investigation of

the pumping performance of geometrically similar flow fields
within miniature-scale centrifugal pumps is reported. The follow-
ing conclusions can be drawn.

• The performance characteristics for the each test pump were
characterized and the maximum hydrodynamic efficiencies
were evaluated to be in the range 10–44% for Reynolds
numbers between 2355 and 706.

• The relative velocity flow fields of two centrifugal pumps of
geometrical similitude have been analyzed at varying opera-
tional speeds: dead zones, regions of secondary flow, out-of-
plane flow, and reduced outflow are features, which were
identified as contributing to fluidic loss. It is conjectured
that a radial horseshoe vortex pair may exist at the pressure
and suction side of the blade in both pumps.

• PIV data have been used quantitatively to calculate maxi-
mum inner hydrodynamic efficiencies, and this has been
found to vary with Reynolds number in a similar manner to
the efficiencies calculated from the hydrodynamic character-
istics. However, the magnitude of the efficiencies calculated
from the PIV is higher than that calculated from the mea-
sured values due to frictional losses within the pump and the
pipe and contraction and expansion of the fittings in the pipe
network.

• Evaluating inner efficiency using velocimetry quantifies
frictional losses associated with specific geometry and high-
lights the increase in these hydrodynamic losses with de-
creasing Reynolds number and scale. The hydrodynamic
losses expressed as a percentage of overall efficiency in-
crease from 12% to 55% for decreasing Reynolds numbers
in the range 2355–706.

• Boundary layer thickness within the pumps has been esti-
mated to extend over 80% of the blade passage height cov-
ering part of the PIV measurement region. Integrating the
velocity data in a measured control volume of fluid over the
pump passage height that is significantly influenced by a
boundary layer yields an apparent higher hydrodynamic per-
formance than the measured values.

• The outlet angle of the impeller is not aligned with the cor-
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responding incident flow within both scales of pump, as
evident by slip factors in the range 0.92–1.10. An incorrect
blade angle, at both inlet and outlet, is thought to be a large
contributing factor to suboptimal hydrodynamic perfor-
mance of both pumps. Increasing the backward curvature of
the blade angle at inlet and discharge to match the relative
flow angle would improve pumping performance and reduce
hydrodynamic loss throughout the blade passage.

This study suggests that for geometrically similar pumps the
flow fields differ considerably as the scale is reduced. Although
examining macroscale flow fields can be useful in identifying flow
structures, it is not a reliable predictor of flow regimes at reducing
scale. Velocimetry data within the blade passage have enabled the
identification of loss mechanisms within the flow, the quantifica-
tion of overall hydrodynamic losses, and the measurement of in-
congruent flow at the impeller discharge. Thus, an improved un-
derstanding of the hydrodynamic behavior of miniature-scale
centrifugal pumps has been gained, providing a basis for future
improvements to their design.

Future studies should consider the use of three-dimensional ste-
reo PIV to accurately quantify complex flow within the pump. The
measurement of the third velocity component will account for any
perspective error associated with the current velocimetry tech-
nique and accurately measure the magnitude of out-of-plane flow.
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Nomenclature

Symbol Description Unit
A � area �m2�
D � impeller diameter �m�
L � characteristic length �m�
P � pressure rise �Pa�
Q � flow rate �m3 /s�
R � impeller radius �m�

Re � Reynolds number
T � shaft torque �nm�
V � time-averaged velocity �m/s�
Z � number of blades
c � axial blade clearance �m�
g � acceleration due to gravity �m /s2�
h � blade height �m�
r � local radial distance �m�

rpm � rotational speed
t � blade thickness �m�
x � nominal distance �m�

Greek Symbols
� � difference
� � specific volumetric flow rate
� � specific pressure rise
� � blade angle �deg�
� � boundary layer thickness �m�
� � deviation angle �deg�
 � efficiency
� � angle �deg�
	 � kinematic viscosity �m /s2�
� � density of water �kg /m3�
� � slip factor
� � rotational speed �rad/s�

Superscript
� � normalized

Subscripts
L � characteristic length scale

abs � absolute
b � blade

bp � blade passage
cl � chord length

max � maximum
rad � rad
rel � relative

rel mea � measured relative component
rel tang � relative tangential

s � slip
v � volumetric
x � local distance
� � absolute tangential
1 � inlet
2 � outlet
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Pressure Fluctuation Prediction of
a Model Kaplan Turbine by
Unsteady Turbulent Flow
Simulation
While larger and larger turbines are being developed, hydraulic stability has become one
of the key issues for their performance assessments. An accurate prediction of their
pressure fluctuations is vital to the success of new model development. In this paper, we
briefly introduced the method, i.e., the three-dimensional unsteady turbulent flow simu-
lation of the complete flow passage, which we used for predicting the pressure fluctua-
tions of a model Kaplan turbine. In order to verify the prediction, the model turbine was
tested on the test rig at the Harbin Electric Machinery Co., Ltd. (HEC), China, which
meets all the international standards. Our main findings from this numerical prediction of
pressure fluctuations for a model Kaplan turbine are as follows. (1) The approach by
using 3D unsteady turbulent flow including rotor-stator interaction for the whole flow
passage is a feasible way for predicting model turbine hydraulic instability. The predicted
values at different points along its flow passage all agree well with the test data in terms
of their frequencies and amplitudes. (2) The low-frequency pressure fluctuation originat-
ing from the draft tube is maximal and influences the stability of the turbine operation
mostly. The whole flow passage analysis shows that the swirling vortex rope in the draft
tube is the major source generating the pressure fluctuations in this model turbine. (3)
The second harmonic of the rotational frequency 2fn is more dominant than the blade
passing frequency Zfn in the draft tube. This prediction, including the turbulence model,
computational methods, and the boundary conditions, is valid either for performance
prediction at design stage and/or for operation optimization after commissioning.
�DOI: 10.1115/1.3184025�

Keywords: Kaplan turbine, turbulent flow simulation, unsteady flow, pressure fluctuation
prediction

1 Introduction
Zhang �1� pointed out that the physical origin of the spontane-

ous unsteady flow under off-design conditions was identified as
due to the absolute instability feature of the swirling flow in the
draft tube conical inlet, which either occupied a large portion of
the inlet and caused a strong helical vortex rope at small flow rate
condition, or started midway and caused a breakdownlike vortex
bubble, followed by weak helical waves at large flow rate condi-
tions. It was worth emphasizing that the axial-flow velocity pro-
files in the inlet played a key role in the absolute instability/
convective instability characters of the swirling flow.

Rheingans �2� was the first person who studied this important
phenomenon and suggested an empirical equation to estimate the
frequency of the vortex train in the draft tube, that is

f = fn/c

where fn is rotating frequency of turbine, and c is a constant
between 3.2 and 4.0.

Recently, much more studies have been performed experimen-
tally and numerically, showing that the low-frequency pressure
fluctuation in the draft tube possesses a frequency of 0.15–0.33

times the runner’s rotating frequency, and that this pressure fluc-
tuation is mainly induced by the flow at the area near the inlet of
the draft tube.

Among those numerical approaches for turbine flow analysis,
the three-dimensional unsteady turbulent flow simulation is one of
the most important developments. Ruprecht et al. �3,4� was the
first to attempt to numerically simulate the complete flow of a
Francis turbine including the rotor-stator interactions. As to partial
flows, many studies have been done. For example, using large
eddy simulation �LES�, Skotak �5� modeled the unsteady flow of a
helical vortex in the turbine draft tube. Sick et al. �6� and Paik and
Sotiropoulos �7� performed the unsteady flow simulation in the
elbow type draft tube and compared their results with test data.
Muntean et al. �8� did an analysis for the flow in the spiral case
and the distributor of a Kaplan turbine, acquiring information on
channel vortex at different operation conditions.

In order to predict the hydraulic stability performance, we need
to simulate the three-dimensional unsteady turbulent flow
throughout the complete flow passage of this model Kaplan tur-
bine. By using the software FLUENT and the simulation approach
developed by Liu et al. �9�, the pressure fluctuations at different
sampling points along the flow passage have been predicted based
on the calculations. For validating the approach, a thorough model
test has been performed on the test rig at the Harbin Electric Co.

2 Numerical Prediction

2.1 Parameters of Model Kaplan Turbine and Computa-
tional Domain. The model turbine is developed for scaling up to
a prototype Kaplan turbine with the following specifications: De-
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sign head Hr=47 m; runner diameter D1=8 m; rated speed n
=107 rpm; number of guide vanes Z0=24, and number of runner
blade Z=6. Its operation performances are shown in Fig. 1, in
which Fig. 1�a� is the model test data and Fig. 1�b� is the steady
flow simulation results. Both of them are scaled up to the proto-
type by using similarity laws.

Prior to prediction, a three-dimensional steady turbulent simu-

lation has been conducted, which will then enable the numerical
prediction using the 3D unsteady turbulent flow simulation. The
computational domain covers the complete flow passage starting
from the inlet of the spiral casing throughout the stay vanes, guide
vanes, and runner to the outlet of draft tube �Fig. 2�, including the
flow interactions between the stationary guide vanes and the run-
ner, and between the runner and the draft tube.

Fig. 1 Operation performances of the prototype turbine: „a… test, and „b… prediction by steady flow
simulation „GVO-guide vane opening, BA-blade angle, �-efficiency, �a-cavitation number…
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2.2 Mesh Scheme. Owing to the complexity of the computa-
tional domain, the unstructured tetrahedron mesh has been em-
ployed because of its fine adaptability �10�. For interfaces between
the guide vanes and the runner, and between the runner and the
draft tube, slip meshes have been adopted to count for these two
rotor-stator interactions. Those meshes on both sides of the inter-
face are slipping toward each other, and the crunodes may not be
consistent, but it is essential to ensure that their velocity compo-
nents are consistent after interpolation, as well as their pressure
and flow flux after integration.

To test the grid independence, several mesh schemes were em-
ployed for the steady flow simulation of the model Kaplan tur-
bine. After more than 1500 iterations, all calculations reached to
convergent solutions. In Fig. 3, the comparison of the predicted
prototype’s efficiency and power with the test results indicates
that if the mesh elements are more than 2.5�106 the simulation
will be good enough for this study though the higher ones would
be better in particular for unsteady flow analysis.

A mesh with 2,578,000 elements and 543,000 crunodes were
finally employed for the whole flow passage and the detailed mesh
information for each component were listed in Table 1. After the
test run, this mesh was fine enough to satisfy y+�200 near the
wall and to obtain the required features of pressure fluctuations.
As far as only the amplitudes and dominant frequencies are con-
cerned, the above mesh density should serve the purpose of this
study well in terms of revealing the main features of the pressure
fluctuation. Other detailed information, such as boundary layer

flow etc., is not an objective for this paper.
Computational parameters for the model turbine are listed in

Table 2, which are related to the rated operating point of the
prototype Kaplan turbine.

2.3 Turbulence Model and Numerical Methods. The in-
compressible continuity equation and Reynolds time averaged
N–S equation have been used to simulate the flow through the
turbine passage, and the renormalization group �RNG� k−�
double equation turbulence model has been employed to close the
equations �11�. The governing equations are as follows.

The continuity equation

�uj

�xj
= 0 �1�

The momentum equation

�
�ui

�t
+ �uj

�ui

�xj
= �Fi −

� p̄

�xi
+ �

�2ui

�xj � xj
− �

�

�xj
�ui�uj�� �2�

where

− �ui�uj� = �t� �ui

�xj
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�uj

�xi
� −
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3
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��ij

The RNG k−� double equations
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�

�xj
��k�eff

�k

�xj
� + 2�tSij
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where Sij = ��ui /�xj +�uj /�xi�, �eff=�t+�, and �t=C�k2 /�.
The additional term R

R =
C��	3�1 − 	/	0�

1 + 
	3

�2

k
�5�

where 	=Sk /�, 	0=4.38, C�=0.0845, 
=0.012, C1�=1.42
�original in the model�, C2�=1.68, �k=1.0, and ��=0.769. Among
these constants used in the turbulence model, a properly chosen
value of C1� is essential for improving the prediction of the pres-
sure fluctuation. In the present simulation, C1�=1.45 was selected
based on our preliminary computations.

The finite volume method has been adopted for space discreti-
zation and the second-order universal implicit mode has been used
in the temporal space. The second-order central difference has
been adopted for the source and diffusion terms of the governing
equations and the second-order upwind difference has been
adopted for the convection term.

The time step �TS� of 0.001 s was used for the unsteady flow
simulation. At each time step, the SIMPLEC method is used to

Table 1 Mesh scheme of each part in the passage

Casing and vanes Runner Draft tube

Crunodes 171,000 254,000 118,000
Mesh 813,000 1,204,000 561,000

Table 2 Computational parameters for the model Kaplan turbine

Angle of blade
� �deg�

Opening of
guide vanes

A0 �mm�

Prototype
head

Hp �m�
Unit speed
n11 �rpm�

Unit
flow rate
Q11 �l/s�

Rotational
speed

n �rpm�
Test head

H �m�

15 20 52.2 118.6 805 1267.9 14

Fig. 2 Flow passage of the Kaplan turbine

Fig. 3 N and � versus mesh elements; „–�–… calculated
power, „– –… tested power, „--� --… calculated efficiency, and
„——… tested efficiency
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solve the discretized equations. When it converges, the calculation
will proceed to the next time step, meanwhile the mesh of the
runner will rotate to a new position.

2.4 Boundary Conditions and Number Independence of
Time Step. The boundary conditions for the steady flow compu-
tation are as follows. On the inlet of the spiral casing the static
pressure equals the test head with velocity normal to inlet bound-
ary. The initial value of the inlet velocity is determined by the
flow rate.

On the outlet of the draft tube the pressure is determined by the
tail water level. To satisfy the flow continuity condition, correc-
tion to the outlet velocity distribution should be made to off-set
the flow rate difference between the inlet and the outlet during the
calculation process.

It is assumed that in the normal direction of the boundaries
except for the inlet boundary, gradients of k and � are zero. The
wall function is employed for the vicinity of the fixed wall, and
the no-slip boundary condition is applied too. For rotating bound-
ary of runner, the boundary is moving at a velocity equal to tan-
gent velocity of the runner periphery.

For unsteady flow calculation, the results of the steady flow
calculation are taken as the initial flow field for the complete flow
passage. With the time step of 0.001 s and the runner rotating
speed of 1267.9 rpm, the runner of the model turbine will rotate in
an angle of 7.61 deg for each time step.

The pressure measuring sensors used for the model Kaplan tur-
bine and the prototype hydraulic turbine have the specifications as
follows:

• Accuracy: �0.075% of the full measuring range
• Dynamic character: delay time Td=4.5 ms
• Sampling frequency: 220 Hz
• Output: 4–20 mA
• Measuring range: 0.3 MPa �in this study�

The sampling rate of 220 Hz used in the experiments allows us
to observe pressure fluctuations up to the 10th harmonic of the
rotational frequency.

For numerical prediction, calculations have been conducted up
to more than the 20th harmonic. This range covers all the pressure

fluctuation components interested, including the rotor-stator inter-
actions, which is below the 30th harmonic. The time step of
0.001 s is small enough for achieving the 20th harmonic com-
pared with the test sampling.

The total number of time step for a complete simulation is 900.
In order to verify that the calculation is independent of the number
of time step, simulations for different time steps of 200, 300, 400,
500, 600, 700, 800, and 900 have been tested. The resultant spec-
trum of the pressure fluctuations for 600, 700, 800, and 900 steps
are almost identical, as shown in Fig. 4. Therefore, the simulation
with time steps more than 600 can capture the main features �fre-
quencies and amplitude� of the pressure fluctuations occurring in
the flow passage of the model turbine for various operating
conditions.

Figure 5 shows the locations where pressure measuring is taken
for the tests of the model turbine. The sampling points for numeri-
cal simulations are also selected identically. As shown in the fig-
ure, they are located before and after the stay vanes, in front of the
runner, beneath the runner at a distance of 0.3D1, at the inlet of
the draft tube �−X and −Y points�, and at the front wall of the draft
tube elbow.

3 Analysis and Discussion
The predicted fluctuations for the model turbine, both their

waveforms and frequency spectra in the fast Fourier transform
�FFT�, as shown in Fig. 6, have revealed essential information
about the hydraulic instability of the model Kaplan turbine. Table
3 shows the pressure fluctuation spectrum data and main frequen-
cies at various locations. Pressure variations with time �i.e., t
=0.4 s, 0.5 s� in three sections �S1, S2, and S3� are plotted in Fig.
7.

The source of the pressure fluctuations, their occurrence in the
entire flow passage can all be identified from the calculation re-
sults �12�.

At this particular operation condition for which the prediction
calculation has been made, the rotating frequency of the turbine
shaft is fn=21.13 Hz. There is a component of the pressure fluc-
tuations at a low frequency of f =3.48 Hz has been predicted,
which is 0.165 times of the rotating frequency. Its amplitude
reaches maximum at the front wall of the draft tube elbow �Point

Fig. 4 Calculated pressure fluctuations at the inlet of the draft tube „TS…: „a… pressure variation
with time, and „b… pressure fluctuation spectrum
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G�. This fluctuation propagates toward upstream with its ampli-
tude decaying. This component, we believe, originated from the
swirling rope in the draft tube.

Low frequency fluctuations are of special interest because they
can propagate up to the whole water conduit, causing structural
vibration of the power plant. It is also likely to induce the electric
power surge of the grid through the coupling, with the generator
subject to their frequency characteristics. For dual regulated Ka-
plan turbines, on-cam operation sets both the guide vane opening
and the runner blade angle in such combination that no significant
runner outlet swirl and draft tube surge are generated.

The component of f =23.4 Hz is approximately equal to the
rotating frequency fn, with its own highest amplitude appearing at
locations underneath the runner exit at a distance of 0.3D1 and at
the inlet section of the draft tube. It propagates upstream and
downstream with its amplitude decaying gradually. This compo-
nent is produced by the rotation of the turbine.

There are also another two higher harmonic components being
predicted: the second f =45.3 Hz and the fourth f =86.0 Hz,
which are the largest and the second largest harmonic frequencies
in the draft tube. Their highest amplitudes appear at the inlet sec-
tion of the draft tube, which we believe are attributed to the swirl-
ing of the nonuniform pressure distribution in this section �refer-
ring to S2 in Fig. 7�. It propagates upstream and downstream with
amplitudes decaying. Also the second harmonic of the rotational
frequency at inlet of the draft tube �f =45.3 Hz obtained from test,
and f =42.3 Hz from calculation� is more dominant than the blade
passing frequency,2 Zfn=126.8 Hz �tested f =125.8 Hz and cal-

culated 128.8 Hz� in the draft tube. This second harmonic fre-
quency in the draft tube is created by the two rotating low pres-
sure areas �referring to S2 in Fig. 7�.

The fluctuation component of f =128.8 Hz �6th harmonic�
reaches its highest amplitude underneath the runner and decreases
quickly while propagating downstream. The components of f
=171.6 Hz, f =213.4 Hz, and f =302.9 Hz �8th, 10th, and 14th
harmonics� are also predicted but their amplitudes are small.

The location where the highest amplitude sampled is believed
to be the origin of the fluctuation. As analyzed by hydraulic im-
pedance approach, this location is featured as a diffuser whose
hydraulic impedance3 is extremely high. This high impedance im-
plies that a small flow rate oscillator �unsteadiness� will induce an
extremely high pressure fluctuation there. That is, it serves well as
an oscillation exciter. For details, see Refs. �13,14�.

In this simulation, because the turbulent unsteady flow simula-
tion is applied to predict the turbine pressure fluctuation under
noncavitation conditions, the hydraulic impedance in the pressure
variation plays an essential role not others such as wall friction,
Reynolds and viscous stresses, etc. The hydraulic compliance is
mainly represented by the cavitation compliance in the draft tube4

if the flow is cavitated there. However, for this noncavitated flow
analysis the compliance effect is negligible.

For the location before the stay vanes �Point A�, the fluctuation
component with a frequency of 0.165 times of the rotating fre-
quency �i.e., f =3.48 Hz� is the strongest, as shown in Table 3.
Since this low-frequency fluctuation propagates throughout the
whole system as we mentioned before, it possesses a feature of the

2The excitation frequency, which is equal to the rotation speed multiplied by the
number of runner blades, is defined as the blade passing frequency. Owing to the
interaction of the runner blades with the guide vanes, higher frequencies of up to k
folds of the blade passing frequency can be generated, with k being typically between
1 and 2 for hydraulic turbines. For this turbine, it is equal to f =126.8 Hz, if k=1.
The pressure fluctuation component, with the highest amplitude at the front-runner
and in the downstream of the runner, has k value of 4, which is the guide vane
number �Z0=24� divided by the runner blade number �Z=6�. The component is
produced by the rotor-stator interaction.

3The hydraulic impedance Z�x� is a complex-valued function in a fluid system,
which is defined as the ratio of the complex head H�x� to the complex discharge Q�x�
at a particular point in the system �Z�x�=H�x� /Q�x��.

4It is defined as −�Vvap /�NPSE, where Vvap is the cavitation volume in the draft
tube, and NPSE is the net positive suction head of the turbine. Vvap can be predicted
using the cavity flow calculation in the flow passage of the turbine by using cavity
two-phase flow �compressible flow� simulation.

Fig. 5 Locations where the numerical and experimental sampling for the pressure fluctuations
were taken: „a… plan view and „b… side view
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Table 3 Pressure fluctuation spectrum and main frequencies at various locations

Fluctuation frequency
�Hz�

f =3.48 f =23.4 f =45.3 f =86.0 f =128.8

Spectrum at point A �Pa2 /Hz� 11,400 3,200 5,400 1,900 2,600
Spectrum at point B �Pa2 /Hz� 28,700 9,500 7,400 3,000 5,600
Spectrum at point C �Pa2 /Hz� 42,300 8,000 9,200 7,500 14,400
Spectrum at point D �Pa2 /Hz� 126,000 70,300 153,000 34,300 222,300
Spectrum at point E �Pa2 /Hz� 150,000 68,500 277,900 124,500 67,300
Spectrum at point F �Pa2 /Hz� 133,800 77,600 269,600 116,700 67,600
Spectrum at point G �Pa2 /Hz� 174,300 17,000 38,000 7,500 1,700

Fig. 6 Predicted pressure fluctuations at various sampling locations of the model turbine flow passage: „a… pressure
variation with time, and „b… pressure fluctuation spectrum „FFT…
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system instability. The second strongest component is the 2nd
harmonic with a frequency of f =45.3 Hz, which comes from the
entrance of the draft tube.

For the location after the stay vanes �point B�, the fluctuation
components are almost the same as those before the stay vanes,
but a little larger than those at point A.

For the location after the guide vanes and before the runner
�point C�, the component with a frequency �f =3.48 Hz� of 0.165
times of the rotating frequency is also the strongest, as shown in
Table 3. The second strongest is the 6th harmonic �f =128.8 Hz�,
which is transmitted from the location underneath the runner exit.
Referring to S1 in Fig. 7, there are six spike-shaped pressure varia-
tions, which rotate at the runner rotating speed. It is presumably
relevant to the blade number.

For the location underneath the runner �point D�, the strongest
component has a frequency of f =128.8 Hz �i.e., the 6th har-
monic�, which is also a blade number related component. The
second strongest component is the 2nd harmonic �f =45.3 Hz�,
which is induced by the nonuniform pressure distribution featured
with two high pressure areas at the entrance of the draft tube. The
third strongest one is the component with a frequency of 0.165
times of the rotating frequency �f =3.48 Hz� as mentioned before.

For the location at the entrance of draft tube, two pressure
sampling points named as −X �point E� and −Y �point F� are listed
in Table 3. For both points, the components of the 2nd harmonic
with frequency of f =45.3 Hz have largest amplitudes, which
originated from the nonuniform pressure distribution as explained
before. The second strongest component has a frequency of 0.165
times of the rotating frequency �f =3.48 Hz�.

For the location at the front wall of draft tube elbow �point G�,
there are two large fluctuation components with frequencies of f
=3.48 Hz and f =45.3 Hz have been predicted.

4 Comparison With the Model Turbine Test
In order to validate the numerical predictions, the model turbine

has been tested on the test rig at the Harbin Electric Machinery
Co., Ltd. �HEC�.

4.1 Model Turbine Test. The experimental observation of
pressure the fluctuations of this model Kaplan turbine has been
conducted on the rig, as shown in Fig. 8. Its main specifications
are as follows: maximum head of 100 m, maximum flow rate of
1.2 m3 /s, runner diameter of 300–500 mm, power of the torque
meter of 400 kW, rotating speed of the torque meter of 300–1800
rpm, power of driving pump of 2�400 kW, capacity of the flow
rate calibrator of 120 m3, capacity of the reservoir of 750 m3,
and maximum error of the efficiency test of ��0.25%.

4.2 Experimental Uncertainty. This test rig offers high mea-

Table 4 Measurement accuracy

Parameters Measuring range
Uncertainty

�%�

Flow rate Q �m3 /s� 0–1.0 �0.2
Head H �m� 0–2.07 0.075
Force on arm K �E pound� 0–1000 �0.02
Angular speed  0–3000 �0.05

Fig. 7 Predicted pressure variations with time at various locations of the model turbine: „a… t=0.4 s, and „b… t
=0.5 s

Fig. 8 The international standard test rig at HEC „courtesy of
HEC…
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suring accuracies, as shown in Table 4.
As to the pressure measurement, high accuracies have been

achieved by employing precision measuring systems. The water
pressure at the draft tube is measured by a pressure transducer
�type 3051TA1A2B21A�. Its measuring range is 0–200 kPa with a
precision of 0.075%. The pressure fluctuations are recorded by
transducers �type 112A22� with sensitivity of 100 mV/psi and
linearity of �1%FS.

4.3 Comparison With Test Data. The predicted fluctuations
have been compared against the data obtained from the test, as
shown in Table 5. The comparison has been made for �a� fluctua-
tion components ranging from the system’s low frequency
throughout the rotating frequency and its higher harmonics, and
�b� their relative amplitude ��H� /H�5 for each sampling location.

The technical information such as dominant frequency and its
location�s� is essential for the development of new turbines and
the safe operation of the commissioned turbines. It is particularly
important to those turbine systems6 where the middle part of the
system �including section S1 and Point D� is not buried in concrete
and prone to internal flow-induced vibrations. Therefore, pressure
transducers are often mounted for monitoring the conditions there.
For the acceptance test of the model turbine, conditions in section
S1, such as the relative amplitudes �H /H, etc. �in particular at the
sampling point D�, are used for the assessment of hydraulic insta-
bility of the model turbine. This is why we compared these attri-
butions of the fluctuations.

From the comparison made between the test results and the
calculations, as shown in Table 5, the following can be seen:

�1� A good agreement is achieved in general for harmonic fre-
quencies.

�2� The amplitudes of the components coincides well at Point
D underneath the runner at a distance of 0.3D1.

�3� In the draft tube, there are some discrepancies in respect to
amplitude comparisons in particular for sections S2 and S3.
This discrepancy may partially be attributed to the incon-
sistency of the testing conditions of the tail water level in
the suction tank. During the calculations, it is treated as
constant but in reality the draft tube of the model turbine is
supported by frame and subject to vibrations.

�4� The main frequencies at each section agree well. For in-
stance, at section S1, the dominant frequency is the blade
passing frequency and in the draft tube the second har-

monic frequency becomes the dominant one as shown con-
sistently by both the calculations and model tests.

�5� The predicted fluctuation before the runner is relatively
small, so are the experiment data, and therefore, have been
omitted from the test report provided by HEC.

The good agreement between the test data and calculation re-
sults indicates the validity of this calculation method for predict-
ing hydraulic stability during the design stage of the model tur-
bine.

5 Conclusions
The following remarks can be drawn.

�1� The approach using three-dimensional unsteady turbulent
flow, including rotor-stator interaction for the whole flow
passage, is a feasible way for predicting the model turbine
hydraulic instability. The predicted values at different
points along its flow passage all agree well with the test
data in terms of their frequencies and amplitudes.

�2� The low-frequency �3.48 Hz� pressure fluctuation originat-
ing from the draft tube is maximal and influences the sta-
bility of the turbine operation mostly. The whole flow pas-
sage analysis shows that the swirling vortex rope in the
draft tube is the major source generating the pressure fluc-
tuations in this model turbine.

�3� In the draft tube, the 2nd harmonic of the rotational fre-
quency 2fn �that is f =45.3 Hz obtained from test and f
=42.3 Hz from calculation� is more dominant than the
blade passing frequency fnZ.

�4� The conclusive prediction obtained through this numerical
work strongly indicates that the turbulence model, compu-
tational methods, and boundary conditions employed are
appropriate for the purpose of pressure fluctuation predic-
tion for model Kaplan turbines.

�5� This method can be further extended to predict the hydrau-
lic instabilities of prototype turbines whose off-design op-
erations often cause severe low-frequency fluctuations.

�6� This prediction is an effect approach, which can be used
either at the design stage for performance prediction and/or
after commissioning for operation optimization.
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Table 5 Comparison of the frequencies and relative amplitudes at various locations

Low ��fn�
�H� /H

�%�

1st �fn�
�H� /H

�%�
2nd �2fn�

�H� /H �%�

4th �4fn�
�H� /H

�%�

6th �6fn�
�H� /H

�%�

Pressure
fluctuation at
time domain
�H� /H �%�

System frequency C f =3.2 Hz f =21.3 Hz f =42.3 Hz f =84.2 Hz f =125.8 Hz
T f =3.48 Hz f =23.4 Hz f =45.3 Hz f =86.0 Hz f =128.8 Hz

Point A C 0.142 0.195 0.353 0.289 0.413 0.67
Point B C 0.226 0.337 0.414 0.363 0.607 0.89
Point C C 0.274 0.268 0.461 0.574 0.973 1.56

Point D
C 0.473 0.916 1.88 1.23 3.8 4.10
T 1.40 1.50 3.0 1.5 4.1 4.80

Point E
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Point F
C 0.49 0.963 2.96 2.26 2.11 4.01
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Point G
C 0.55 0.45 0.94 0.57 0.33 1.10
T 3.0 0.50 1.3 0.5 0.2 3.18

�Calculated: C; tested: T�
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Aerodynamic Forces on Multiple
Unit Trains in Cross Winds
This paper describes the results of wind tunnel tests that were carried out to measure the
aerodynamic characteristics of an electrical multiple unit (EMU) vehicle in a cross wind.
The measurements were made on a 1/30 scale model of the Class 365 EMU in a simu-
lation of the natural wind. The time histories of surface pressures were measured at a
large number of points over the vehicle from which the aerodynamic characteristics and
force coefficients were determined. This paper describes the complex fluctuating pressure
field over the vehicle, through a consideration of the mean and fluctuating pressure
coefficients and their spectra, and through a proper orthogonal decomposition analysis,
which identifies the major modes of this distribution. The mean, fluctuating, and extreme
aerodynamic side and lift forces are also discussed. It is shown that the flow pattern
around the vehicle is dominated by large windward roof corner pressure fluctuations.
�DOI: 10.1115/1.3222908�

Keywords: cross winds, train pantographs, train aerodynamics

1 Introduction
In recent years there has been a substantial amount of research

carried out to investigate the effects of high winds on trains in
different parts of the world—in the U.K. �1,2�, France �3�, Japan
�4�, and Germany �5�. These investigations have been driven by
the realization that modern, high speed trains are at risk of over-
turning in high wind conditions, and indeed a number of such
accidents have been reported in recent years in Japan, China, Bel-
gium, and Switzerland �6�. While these accidents have occurred
for relatively narrow gauge tracks, there is clearly a need to de-
velop methods for the assessment of the safety risk of new trains
and track infrastructures. Such methods involve the determination
of the aerodynamic forces and moments either through the use of
wind tunnel tests �7,8� or through the use of CFD calculations �9�,
together with a calculation of the development of overturning mo-
ments as the train passes through a simulated wind field of some
sort. Draft codes of practice outlining such calculations have re-
cently been produced �10,11�.

While the overturning issue is undoubtedly of importance, there
are other effects of high cross winds on trains, such as the loss of
ride quality due to wind enhanced vibrations of the suspension,
infringement of the “kinematic envelope” that defines the notional
maximum train movement from its normal position, which is used
to design clearances through stations, dust dispersion from trains
in high winds �12�, and the problem of pantograph sway, i.e.,
excessive displacements between the current collection device
�the pantograph� and the overhead wire that supplies the electrical
current. The results presented in this paper arise out of a project to
investigate this last phenomenon. To determine the overall panto-
graph sway for any particular vehicle, then some knowledge of
the overall aerodynamic forces and moments on the vehicle are
required. The vehicle perceived to be particularly at risk to such
effects in the U.K. was the Class 365 multiple unit four car com-
muter train. Wind tunnel tests were therefore carried out to mea-
sure these forces through the use of integrated surface pressure
measurements, and pantograph sway calculations were carried out
�13�. However, the data obtained in the experiments were of a
fundamental nature and it was clear that fuller analysis of this data

could enable a physical insight to be gained into the nature of the
flow field around the train. Such an analysis is presented in this
paper.

Before proceeding the limitations of these experiments need to
be made clear. They were carried out on a stationary model train
in a simulated atmospheric boundary layer. Thus the relative
movement of the vehicle to the ground is not modeled. At higher
vehicle speed the train will “see” a wind field that is very consid-
erably different to that simulated �because of the vectorial addition
of the train speed and the wind speed will change the effective
wind angle and lower the effective turbulence intensity�. Thus the
experimental setup presented here can only be regarded as a rather
limited representation of reality. That being said, the modeling of
the stationary train situation is realistic and the overall effect of a
stationary ground plane on the side force is small �see Refs.
�14,15� for further details�.

The wind tunnel tests are first described in Sec. 2. Section 3
then describes the pressure coefficient distributions around the
train for a range of yaw angles �the angle between the wind di-
rection and the train axis�. The unsteady pressure coefficients are
also considered through an analysis of the pressure coefficient
standard deviations and spectra. Section 4 describes the results of
a proper orthogonal decomposition �POD� analysis of the pressure
coefficient data and reveals the major fluctuating flow modes
throughout the yaw angle range. Section 5 then presents the aero-
dynamic forces and moments on the vehicle �essentially an inte-
gration of the pressure coefficients presented in Sec. 3�. The mean,
standard deviations, spectra, and extreme values of the force co-
efficients are presented. Section 6 examines the force coefficient
data further and considers in detail the instantaneous peak values
and the corresponding pressure distributions, which give rise to
these forces. Finally, conclusions are presented in Sec. 7.

2 The Wind Tunnel Measurements
The experiments were carried out using a 1/30 scale model of a

Class 365 electrical multiple unit, mounted statically in a simula-
tion of the atmospheric boundary layer in the RWDI Anemos en-
vironmental wind tunnel. This has a working section of 15�2.4
�1.8 m3 and the boundary layer is simulated using standard up-
stream grid and roughness methods. A photograph of the vehicle
in the wind tunnel is shown in Fig. 1 and the grids and roughness
elements can be clearly seen. Note that the roughness elements are
placed in close proximity to the train model, a fact which will be
seen to have some significance in what follows. In order to model
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conditions relevant to the U.K., the model was placed on a scaled
representation of the track formation and consequently was 17
mm higher than the wind tunnel floor. Figure 2 shows the simu-
lated atmospheric boundary layer measured at the model position
at the center of the wind tunnel turntable, together with the “tar-
get” profile for a 1

30 scale boundary layer with a full-scale surface
roughness length of 0.03 m, corresponding to a rural environment
�16�, measured at the model position using standard hot wire an-
emometry techniques. The velocities �U�z�� are normalized with
the measured velocity at 3 m equivalent full-scale height �U�3��
and the heights above the wind tunnel floor z are normalized with
a nominal reference height of 3 m, which is somewhat less than
the train height of 4 m. Up to normalized values of height of 2–3
m, the simulation can be seen to be reasonable. Figure 3 shows the
corresponding turbulence intensity simulation, together with the
target value. The turbulence intensity I�z� is defined as the ratio of
the turbulence level �U�z� to the mean velocity U�z�, although for
the sake of clarity the results are shown as the ratio of I�z� to I�3�.
In general the agreement between the simulation and the target

can be seen to be reasonable and similar to those obtained in other
such atmospheric boundary layer tests. Figure 4 shows a velocity
power spectrum, measured at 3 m �full-scale equivalent� above the
ground. As with all the spectra presented in this paper, this is
plotted in the normalized form of spectral density SU

� frequency n /variance �U
2. It can be seen to be of the expected

form with an energy peak in the midfrequency range. The turbu-
lent length scale xLU was obtained by integrating the autocorrela-
tion function corresponding of streamwise velocity measured at a
full-scale equivalent height of 3 m above the ground. The value of
this parameter was around 15 m �full-scale equivalent�, which is
somewhat lower than the likely full-scale value of around 50 m.
Such a scale mismatch is not uncommon in atmospheric boundary
layer simulations and it is generally accepted that if the length
scales are greater than around three times the model height, as in
this case, they can be regarded as adequate. The model was placed
in the open section of the wind tunnel at a distance of 15 m from
the fans, which resulted in blockage ratios varying between 2%
and 5% for yaw angles between 15 deg and 90 deg. No blockage
correction was applied.

The wind tunnel forces and moments were measured on two
vehicles of the train—the leading vehicle and the trailing vehicle
with the pantograph. The results presented in this paper will be for
the leading vehicle only. However, additional analysis has indi-
cated that the results presented below are generally applicable to
the trailing vehicle as well. Measurements were made of the fluc-
tuating surface pressure at approximately 100 pressure tappings
�Honeywell, UK, DC005NDC4� on each vehicle, using a 256
channel pressure transducer system sampled every 0.002 s. Previ-
ous work that has measured train force coefficients using such a
method and compared the results to force balance measurements
has indicated that this number of tappings is adequate �17�. The
notation that was used to describe the pressure positions is pre-
sented in Fig. 5. Essentially the tappings are numbered one to 14
on each loop, with loop B being at the front of the leading car, and
loop H being at the rear of the leading car �note that “loop A” was
a single pressure tapping at the train nose�. Force time histories
were then obtained by integration of the pressure field over the
surface of the vehicle. This integration effectively assumed that
the tributary area of each pressure tapping extended to half the
distance to the next pressure tapping in each direction. The result-
ing forces on the train surface were then resolved into the hori-
zontal and vertical directions to obtain the side force S �normal to
the train axis, and positive in the downwind direction� and the lift
force L �normal to the train axis and positive in the vertical direc-
tion�. Values of the rolling moment about various axes were also
found, but are not presented here as such values are essentially
weighted values of the more fundamental side and lift forces.

In what follows the pressures and forces will be presented in
standard coefficient form. The pressure coefficients are defined as

Fig. 1 The Class 365 EMU wind tunnel model

Fig. 2 The simulated velocity profile and target value for a
full-scale surface roughness=0.03 m

Fig. 3 The simulated turbulence intensity profile and target
value for a full-scale surface roughness=0.03 m

Fig. 4 The simulated velocity spectrum at z=100 mm „3 m full
scale… plotted in normalized form „spectral density
Ã frequency/variance…
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Cp = �p − pr�/0.5�U�3�2 �1�

where p is the surface pressure, pr is the reference pressure mea-
sured at train height using an upstream reference probe and cali-
brated against the pressure at the center of the turn table, and � is
the density of air �taken as 1.2 kg /m3�. The side and lift force
coefficients are defined as

Cs = S/0.5�AU�3�2 �2�

CL = L/0.5�AU�3�2 �3�

where A is the reference side area �=70 m2�. The results will be
presented for a variety of yaw angles � �the angle between the
train axis and the wind tunnel velocity, which was set simply by
rotating the vehicle relative to the flow direction�. The pressure
coefficient values are repeatable to within �5% and the force
coefficient values to within �5%. All experiments were carried
out at a reference velocity U�3� of 6.88 m/s, giving a Reynolds
number based on train height of 5.9�104. The power spectra of
the above quantities will also be presented. As with the wind
spectrum, these will all be plotted in a normalized form Spn /�p

2,
SCSn /�CS

2, and SCLn /�CL
2.

A small number of flow visualization tests were carried out
using standard smoke flow techniques. These tests had to be car-
ried out at very low wind tunnel velocities to enable the smoke to
be seen, and the high levels of turbulence within the flow made
the observations difficult. In effect all that these tests demon-
strated were large scale separations in the lee of the vehicle, which
are of course only to be expected. These results will thus not be
discussed further.

3 Pressure Distributions
Figure 6 shows an illustrative plot of the mean pressure distri-

bution on tapping loop E at a yaw angle of 90 deg �i.e., the wind
perpendicular to the train�. This distribution is typical of much of
the data and shows a positive pressure on the front face, a large
suction over the windward roof corner and smaller suctions over
the rest of the roof and on the leeside. This is of course similar to
the pressure distribution observed over low rise buildings.

Figure 7 shows the variation in the mean pressure coefficient
distribution on all the tapping loops around the leading car for the
complete yaw angle range. Each figure shows the contours of

surface pressure distribution for a particular yaw angle. It can be
seen that in general the pressure coefficients are similar to those
shown in Fig. 6 for all but the lowest yaw angle. They are positive
and reasonably uniform over the windward face of the vehicle
�windward wall�, with a large suction on the roof of the vehicle
�roof� and a smaller suction on the leeward �leeward wall� and
underside of the vehicle. The suction tends to increase toward the
front of the vehicle and as the yaw angle increases. The large
pressure gradients between the windward wall and the roof are
suggestive of a flow separation over the windward roof corner of
the vehicle. At the lower yaw angle of 15 deg the pressure coef-
ficient, unsurprisingly, shows little variation along and around the
vehicle.

Figure 8 shows the variation in the standard deviation of the
pressure coefficient, presented in a similar format. Large values of
this parameter indicate significant fluctuations in the pressure time
history and thus significant unsteadiness in the flow around the
vehicle. Small values indicate a relatively steady flow area. It can
be seen that, in general, the standard deviations are highest at the
windward leading edge of the roof �tappings 3 and 4�, indicating
major unsteadiness in the roof windward corner separation. There
can be seen to be a small increase in this parameter as the yaw
angle increases, and the values closest to the front of the train are
a little higher than those to the rear. It can thus be concluded from
these plots that the dominant flow mechanism is some sort of
unsteady separation close to the windward edge of the roof, which
becomes of increasing significance as the yaw angle increases.

Figure 9 shows the power spectra of the pressure coefficients
for yaw angles of 45 deg and 90 deg. Tap 1 �on the windward
wall� shows a peak at around 4 Hz, similar to that shown in Fig. 4
for the oncoming wind velocity. Tap 3, near the windward corner,
however, shows a large peak at a lower frequency of approxi-
mately 2 Hz, although there is some indication of a further peak
around 4 Hz. These peaks also exist on tap 5, which is situated
further over the roof. These results suggest that the fluctuations on
the windward wall follow the upstream velocity fluctuations,
while there are some further mechanisms of unsteadiness present
over the windward corner and roof. It can be conjectured that the
2 Hz peaks in these regions are caused by the “flapping” of a
separated shear layer over the vehicle roof.

Figure 10 illustrates the probability distributions for the pres-
sure data relating to the time series analyzed in Fig. 9. The vertical
axis in Fig. 10 represents the standard deviation of the relevant
distribution �p�i� multiplied by the associated probability p�i�.
Also shown in Fig. 10 is the probability distribution relating to a
normal distribution with a corresponding similar variance. Corre-
sponding data relating to the standard deviation, skewness, and
kurtosis are given in Table 1. Figure 10�a� illustrates that the

Fig. 5 Pressure tapping notation: „a… pressure tap identifica-
tion and „b… tapping loop distribution

Fig. 6 Pressure coefficient distribution at 90 deg yaw on loop
E „solid line represents datum, dotted line represents the pres-
sure coefficient, and negative values are between the datum
and the train sketch…
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Fig. 7 Mean pressure coefficients on the leading car
Fig. 8 Standard deviation of the pressure coefficients on the
leading car
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probability distributions on the windward wall have a slight posi-
tive skewness and to a large extent can be approximated by a
normal distribution. This again suggests that pressure fluctuations
in this region follow the upstream velocity fluctuations. At the
extreme tails of the distribution this approximation is somewhat
questionable and may have implications in terms of the extreme
side force experienced by the train. This point will be examined in
Sec. 6. Figures 10�b� and 10�c� indicate negative values of skew-
ness. The standard deviation �Table 1� is largest for tap 3, as
would be expected from the data illustrated in Fig. 8. Again, a
normal distribution appears to be able to approximate the prob-
ability distributions reasonably well over a range equivalent to at
least three standard deviations from the mean, although the nega-
tive skewness indicates the higher probability of high suction
peaks for these tappings, which is again consistent with the pres-
sure standard deviations and spectral analysis described above.

4 POD Analysis
In this section the results of a POD analysis of the pressure

coefficient data set out in Sec. 3 are presented. Details of this
analysis are not presented here since it is simply set out for a
similar situation �the flow around a low rise building� in Refs.

�18,19� to which the reader is referred for full details. Essentially
the POD analysis makes the assumption that the time history of
the fluctuating surface pressure field can be split into a number of
independent �and orthogonal� modes, each with a different spatial
distribution across the surface of the vehicle and with different
time variations. These modes are obtained from the covariance of
the cross-correlation matrix of all the fluctuating pressures at all
the measurement points, with the eigenvectors of the matrix rep-
resenting the spatial distribution of each mode, and the square of
the eigenvalues representing the energy within each mode. From
this information the time histories of each mode can be recon-
structed.

Now previous work using this technique on low rise buildings
has indicated that usually only a small number of modes are re-
sponsible for most of the fluctuating energy, and that physical
causes can plausibly be assigned to these major energetic modes.
The latter point needs to be approached with a degree of circum-
spection; however, since to some degree the mode shapes will be
fixed by the condition of orthogonality that is applied.

Table 2 shows the cumulative energy distribution of the top 10
modes for the complete yaw angle range. It can be seen that
depending on yaw angle, the first mode contributes between 43%
and 64% of the total fluctuating energy, the second between 10%
and 18%, and the top 10 modes account for between 84% and
92% of the total. Figure 11 shows the eigenvector distribution for
the mode 1. Similar to the results illustrated in Fig. 8, the most

Fig. 9 Pressure coefficient spectra on the leading car „loop E…
plotted in normalized form „spectral density
Ã frequency/variance…

Fig. 10 Probability distributions for the pressure time series
data shown in Fig. 9: „a… tap 1-windward wall, „b… tap 3-roof
corner, and „c… tap 5-roof
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energetic distributions are for yaw angles of 30 deg, 45 deg, 60
deg, 75 deg, and 90 deg. It can be seen that the eigenvectors are
maximum around the windward edge of the roof, and can plausi-
bly be assigned to the windward corner separation described in
Sec. 3. It would appear that for loop D, about a third of the way
from the front of the leading vehicle, these fluctuations extend on
to the windward face of the vehicle. Figure 12 shows a similar
plot for mode 2. It can be seen that this is positive on the wind-
ward wall, significantly negative over the roof of the vehicle, and
negative to a lesser extent elsewhere. This pattern mirrors that of
the mean pressure distribution in Fig. 7, and suggests that this
mode physically represents fluctuations caused by quasisteady ef-
fects. If this identification of modes is valid, then the fact that the
roof separation mode is more energetic than the primary quasi-
steady mode is of interest, since the reverse is usually true for low
rise buildings �see Refs. �18,19��. Figure 13 shows the eigenvec-
tors for mode 3. Here the interpretation is more difficult, and it
may be that the patterns do not represent a particular physical flow
mechanism, or that they represent different flow mechanisms at
different yaw angles. For yaw angles of 30 deg, 45 deg, 75 deg,
and 90 deg the patterns are similar, although of different intensi-
ties, with an asymmetric mode shape. For 60 deg the mode shape
is similar, but the high and low values of eigenvectors have been
reversed.

Figure 14 shows the spectra from the time histories of modes 1
to 3 for two yaw angles �45 deg and 90 deg�. It can be seen that
the spectrum for mode 1 appear to peak at approximately 2–5 Hz,
whereas the peak for modes 2 and 3 occurs at approximately 2–3
Hz. There also appears to be a more pronounced high frequency
cutoff for mode 1, i.e., at approximately 10 Hz. It is not altogether
straightforward to explain these spectra in terms of the physical
causes for the modes outlined above, although the higher fre-
quency peak for mode 1 may be as a result of a windward corner
flow separation. A comparison with the velocity spectrum in Fig. 4
also suggests that mode 2 could reflect the oncoming wind, and
thus represents quasisteady pressure fluctuations over the vehicle.
Once again the mode 3 spectrum is not easily interpretable, and
seems to resemble some sort of combination of the mode 1 and 2
spectra.

5 Force Coefficients
Figure 15 shows that the variation in the time average force

coefficients with respect to yaw angle. The side force coefficient
magnitudes are similar to those obtained in wind tunnel tests on
other trains �see Ref. �19� for example�, but the lift force coeffi-
cients are significantly higher than previously observed. It is con-
jectured that this is because the undertrain gap on the Class 365 is
significantly smaller than for most of the vehicles previously stud-
ied, and thus much of the flow will go over the train, with a
greater reduction in roof pressure and thus a greater lift. However,
it is known that lift coefficients show a great sensitivity to a num-
ber of effects, and it may be that these high coefficients are a
result of, for example, the simulated wind tunnel floor roughness
in the near vicinity of the vehicle. Figure 16 shows the standard
deviations for the side �CS and lift force coefficients �CL. These
fluctuations are more or less constant over the yaw angle range,
despite the increase in the mean coefficients. This implies that the
ratio of the standard deviations to the mean values will increase
significantly as the yaw angle decreases. Figure 17 shows the
corresponding spectra for yaw angles of 45 deg and 90 deg. It is
clear that these spectra do not show the peaks that are apparent in
the individual pressure tapping and POD mode spectra, indicating
that these local peaks are effectively filtered out in the integration
of surface pressures to obtain the side and lift forces. The falloff in
these spectra at higher frequencies is also apparent, which is due
to the lack of correlation of small scale pressure fluctuations over
the vehicle. This point is also discussed at length in Ref. �20�,
where an in depth analysis on the measured aerodynamic admit-
tances is reported.

6 Analysis of Peak Loading Events

6.1 Force Coefficients. Figure 18 illustrates the variation in
the instantaneous side force coefficient for three different yaw
angles. Discrete, peak events are noticeable in Fig. 18 for all of
the yaw angles shown. Brief details relating to such variations can
also be inferred from Table 3. In Table 3, CoV represents the
coefficient of variation, which for the current purposes is defined

Table 1 Standard deviation, skewness, and kurtosis values relating to pressure coefficient
data shown in Fig. 10

90 deg yaw 45 deg yaw

Tap 1 Tap 3 Tap 5 Tap 1 Tap 3 Tap 5

�p 0.709 0.982 0.774 0.570 0.932 0.648
Skewness 0.433 �0.456 �0.934 0.370 �0.575 �0.759
Kurtosis 0.354 0.513 1.740 0.294 1.102 1.537

Table 2 Cumulative energy by POD mode expressed in terms of the variance

Mode 15 deg yaw 30 deg yaw 45 deg yaw 60 deg yaw 75 deg yaw 90 deg yaw

1 63.5 49.5 49.0 43.0 43.3 42.6
2 73.3 68.2 64.5 60.5 58.0 59.2
3 79.1 74.1 71.4 68.4 66.7 68.0
4 83.4 79.0 76.4 73.0 71.4 71.8
5 85.3 81.4 78.8 76.0 74.8 74.9
6 87.0 83.4 80.7 78.1 77.1 77.0
7 88.5 84.7 82.1 79.9 79.2 79.0
8 89.9 86.0 83.4 81.5 80.7 80.7
9 91.2 87.1 84.6 82.8 82.2 82.2

10 92.0 88.1 85.5 83.9 83.5 83.5
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as the standard deviation divided by the mean. In all cases it can
be observed that the CoV decreases as the yaw angle increases,
which is in keeping with the results of Figs. 15 and 16. The data
illustrates positive values of skewness irrespective of yaw angles,

which suggests that more positive peak values of this coefficient
would be expected to occur, compared with a normally distributed
parameter. It is interesting to note that for each yaw angle, the
value of skewness corresponding to the side force coefficient is

Fig. 11 Pressure coefficient POD mode 1 on the leading car Fig. 12 Pressure coefficient POD mode 2 on the leading car
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larger than the corresponding values for the other parameters. This
trend can also be observed in the values of kurtosis, with peak
values of this parameter occurring for a yaw angle of 30 deg.
Values of kurtosis are significantly greater that zero, indicating

that the data is more peaked than a normal distribution, i.e.,
leptokurtic.

Figure 19 indicates the cross-correlation coefficients between
the side and lift force coefficients with respect to the yaw angle. In
general, it can be observed that the correlation coefficient in-
creases as the yaw angle increases, with maximum values occur-
ring between yaw angles of 60 deg and 90 deg. These relatively
low values suggest that the fluctuations in the side and lift force
coefficients are not due to one single physical flow mechanism
that affects both parameters, but that a number of independent
flow mechanisms exist. These are likely to be the windward roof

Fig. 13 Pressure coefficient POD mode 3 on the leading car

Fig. 14 Pressure coefficient mode spectra plotted in normal-
ized form „spectral densityÃ frequency/variance…: „a… mode 1,
„b… mode 2, and „c… mode 3

Fig. 15 Mean force coefficients for the leading car
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corner separation that will mainly affect the lift force and the
upstream buffeting that will mainly affect the side force. Figure 20
illustrates a plot of the instantaneous values of the lift coefficient
�vertical axis� together with the corresponding value of the instan-

taneous side force coefficient �horizontal axis�. The degree of
scatter shown is obvious and suggests that the flow is only corre-
lated in an average sense. It is clear that the peaks in the side force
do not occur at the same time as the peaks in the lift force and
vice versa. The large degree in scatter can perhaps be attributed to
the non-Gaussian behavior of the side and lift force coefficients
�Fig. 21�. In Fig. 21, the data have been plotted in a semilogarith-
mic form to enable the differences at the extremes of distributions
to be observed easier. In this figure, the normal line indicates a
Gaussian �or normal� distribution. It is acknowledged that each
different yaw angle has a different value of standard deviation and
as such there should be a family of curves illustrating different
normal distributions. However, the differences in standard devia-
tion are sufficiently small as to not be noticeable in Fig. 21; hence,
only one line is shown. The trends in Fig. 21 support the findings
outlined in Table 3 and indicate that the side force coefficient
exhibit non-Gaussian behavior irrespective of the yaw angle. Fig-
ure 21 highlights that the major differences occur on the right
hand side tail of the distribution. This has important implications
and suggests that peak values will occur more frequently and may
be larger in magnitude than suggested by a normal distribution.
This is perhaps not too surprising since localized peak wind ve-
locities can be attributed to coherent structures present in the wind
�21� and it is these structures that will in part yield large values of
the side force coefficient. Furthermore, organized features such as
flow separation and delta wing type vortices �22� can occur over
bluff bodies and will play a large role in determining the localized
and overall lift forces. In order to examine the behavior of the
peak force coefficients, two identical filters were applied to the
data, as illustrated in Fig. 20. The first filter was applied to the
side force coefficient data and identified instances where this co-
efficient was greater than or equal to the 99.67th percentile, which
represents an equivalent full-scale time of 3 s. The corresponding
values of the side and lift force coefficients were extracted and are
illustrated in Fig. 22. The second filter was the same as the first
but applied in the reverse order, i.e., maximum values of the lift
force coefficient were noted and the corresponding values of the
side force coefficient were extracted �Fig. 23�.

These figures illustrate that there is a considerable degree of
scatter between the peak lift and side force coefficient values, i.e.,
relatively large values of the side force coefficient can occur when
the lift force coefficient is large or small �e.g., Fig. 23�e��. Peak
values of the cross-correlation coefficient for the extreme events
occur at around 45 deg yaw and in general rapidly decrease either
side of this yaw angle �see Table 4�. The values in Table 4 have
been obtained by calculating the correlation coefficient of the side
and lift force coefficients corresponding to the data obtained by
applying the above mentioned filter on the side force data. The
scatter associated in the peak values suggests that different flow
mechanisms are responsible for the peak forces that arise on the
train, i.e., the peak values cannot be attributed to one single flow
mechanism. This point will be explored further in Sec. 6.2 when
the pressure distributions are examined in detail.

6.2 Pressure Distributions Associated With Extreme
Events. Employing the filter outlined above resulted in 50 in-
stances for each yaw angle, where the instantaneous side force
coefficient was greater than or equal to the 99.67th percentile
value. The ensemble average pressure distributions for these peak
events are shown in Fig. 24. As the yaw angle decreases it can be
observed that the center of pressure for the side force moves to-
ward the front of the vehicle. In addition, with the exception of the
data corresponding to a 15 deg yaw angle there is also a region of
high suction over the roof of the vehicle. It is also noticeable that
the magnitude of the pressure exerted on the windward face and
roof of the vehicle for a yaw angle of 15 deg is significantly less
than all other yaw angles. This is consistent with the results pre-
sented in Fig. 23�f�. A large region of negative pressure extends
over the leading edge of the roof when the flow is perpendicular to
the vehicle �Fig. 24�a��. This suggests that on average there is a

Fig. 16 Standard deviations of the force coefficients for the
leading car

Fig. 17 Force coefficient spectra for the leading car plotted in
normalized form „spectral densityÃ frequency/variance…: „a…
side and „b… lift force coefficients

Fig. 18 An illustration of the variation in the side force coeffi-
cient on car A with respect to yaw angle „NB the time has been
expressed in terms of full-scale equivalent time…
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large degree of flow separation at this particular yaw angle. As the
yaw angle increases, the length of this separation zone decreases
but there are instances where the localized pressure is more nega-
tive. This possibly suggests a switch in the flow structure from a
separated structure to a delta wing type vortex.

Figure 25 indicates the ensemble average pressure distributions
corresponding to the peak lift force events. The results are some-
what similar to the corresponding ensemble average side force
events shown in Fig. 24, i.e., as the yaw angle decreases from 90

deg to 30 deg the high suction region over the leading edge of the
roof moves toward the front of the vehicle with the largest mag-
nitudes occurring for a yaw angle of 60 deg. Furthermore, the
center of positive pressure on the windward face of the vehicle
moves toward the front and peaks at a yaw angle of 30 deg.

In Secs. 3–5, reference has been made to the variability of the
peak data. In order to explore this further the time at which the
maximum and minimum values of lift force coefficient corre-
sponding to the peak values of side force coefficient were noted
and the instantaneous pressure distributions corresponding to
these times are illustrated in Figs. 26 and 27. The results in Fig. 26
follow similar trends to those indicated in Fig. 24, i.e., there is an
increase in the side force as the yaw angle decreases from 90 deg
to 30 deg. Large suctions are apparent for the 45 deg yaw and 60
deg yaw cases, which are not evident in the ensemble average
�Figs. 24�c� and 24�d��. This supports the earlier findings that the
separation zone over the roof of the vehicle is highly unsteady and
that possible different flow mechanisms are occurring. In general,
the higher lift force coefficients arise as a result of larger and more
intensive negative pressures occurring over the roof of the vehicle.
It is noticeable from both Figs. 26 and 27 �and from the smoke
flow visualization experiments which are not reported here� that

Table 3 Force coefficient data „CoV=standard deviation/mean…

Yaw

Side coefficient Lift coefficient

CoV Skewness Kurtosis CoV Skewness Kurtosis

15 0.581 0.745 0.963 1.113 0.204 0.206
30 0.391 1.134 2.605 0.600 0.561 1.173
45 0.250 0.957 1.559 0.378 0.443 0.653
60 0.230 0.962 1.396 0.345 0.686 0.998
75 0.218 0.505 0.379 0.298 0.261 0.225
90 0.260 0.861 0.842 0.300 0.564 0.629

Fig. 19 Overall cross-correlation force coefficient with respect
to the yaw angle „csÃcl….
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Fig. 20 Instantaneous plots of the lift force coefficient versus
the side force coefficient for a range of yaw angles.

Fig. 21 Probability distributions relating to the force coeffi-
cient time series: „a… side and „b… lift force coefficients
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there is very little underbody flow. This ensures that the mean and
maximum values of the lift force coefficient are higher than those
reported elsewhere for different trains �e.g., see Ref. �7��. Figure
27 illustrates that when the side force coefficient attains peaks
values but the corresponding lift force coefficient is small the
region of negative pressure on the roof of the train is reduced in
size and magnitude. Finally, Figs. 26 and 27 indicate that the
maximum values of the side force arise mainly as a result of the
stagnation zone occurring on the windward face of the train, i.e.,
there is little negative pressure close to the leeward wall.

7 Conclusions
From the work described in Secs. 2–6, the following conclu-

sions can be drawn:

• The use of distributed pressure tappings over a vehicle
model provides a great deal of information on the nature of
the flow field, and can be successfully integrated to obtain
force and moment coefficients.

• The mean pressure coefficients over the vehicle are similar
to those that would be found around a typical low rise build-
ing.

• The dominant fluctuating flow mechanism is the unsteadi-
ness in the flow around the roof windward corner, associated
with some types of separated flow. The energy in this fluc-
tuation is at a lower frequency than the energy in the on-
coming wind.

• A POD analysis reveals that the dominant mode reflects the
windward roof corner separation, while the second model
reflects the unsteadiness in the oncoming flow.

• The coefficient of variation �standard deviation/mean� for
both the side and lift force coefficients increases as the yaw
angle decreases. This can possibly be attributed to the for-
mation of delta wing vortices occurring over the roof of the
vehicle, resulting in stronger but more intermittent flow
structures. This view is supported by the analysis of the
pressure data shown in Figs. 24–26.

• The skewness and kurtosis values �Table 3�, in conjunction
with the probability distributions of Fig. 21, indicate non-
Gaussian behavior in both the lift and side force coefficients.
In particular there is evidence to suggest that the positive
peak values of these parameters will occur more frequently
when compared with a normally distributed parameter.

• The overall value of the lift force coefficient is greater than
what might have been reasonably expected when compared
with similar measurements on different trains �7�. This has
been attributed to the fact that there appears to be very little
underbody flow during the peak events �Figs. 24–26�.

• The overall correlation coefficient for the instantaneous val-
ues of the side and lift force coefficients has been shown to
vary with respect to the yaw angles. It has been observed
that there is a significant degree of scatter of this parameter
and that during peak events relatively low values of the lift
force coefficient can occur when the side force coefficient is
high and vice versa. This has implications for the rolling
moment about the leeward rail, which is an important mea-
sure of train stability and a combination of both the lift and
side forces.

Nomenclature
A � full-scale equivalent reference area �m2�

CL � lift force coefficient
Cp � pressure coefficient
CS � side force coefficient

Fig. 22 99.67th percentile filter applied to the side force coef-
ficient data

Fig. 23 99.67th percentile filter applied to the lift force coeffi-
cient data

Table 4 Cross-correlation values between force coefficients
for the peak events

Yaw

Trigger
applied to
side force
coefficient

Trigger
applied to
lift force

coefficient

15 �0.137 0.100
30 0.448 0.575
45 0.632 0.748
60 �0.109 0.212
75 0.140 �0.007
90 0.124 0.440

Journal of Fluids Engineering OCTOBER 2009, Vol. 131 / 101103-11

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 24 Ensemble average pressure distribution correspond-
ing to a side force peak event

Fig. 25 Ensemble average pressure distribution correspond-
ing to a lift force peak event
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Fig. 26 Instantaneous pressure distributions resulting in a
maximum value of the lift force coefficient occurring for a peak
value of the side force coefficient

Fig. 27 Instantaneous pressure distributions resulting in a
minimum value of the lift force coefficient occurring for a peak
value of the side force coefficient
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I�z� � turbulence intensity of the streamwise velocity,
�u�z� /U�z�

L � lift force �N�
xLU � turbulent length scale in the streamwise direc-

tion �m�
n � frequency �Hz�
p � surface pressure �N /m2�

pr � reference pressure �N /m2�
S � side force �N�

SCL�n� � lift force coefficient spectrum
SCS�n� � side force coefficient spectrum
Sp�n� � pressure spectrum �s N2 /m4�
Su�n� � streamwise velocity spectrum �m2 /s�
U�z� � mean velocity in the streamwise direction at a

height of z �m/s�
z � full-scale equivalent height above the ground

�m�
� � density of air �kg /m3�

�CL � standard deviation of the lift force coefficient
�CS � standard deviation of the side force coefficient
�p � standard deviation of the surface pressure

�N /m2�
�u�z� � standard deviation of the streamwise velocity

�m/s�
� � yaw angle �the angle between the train axis

and the streamwise tunnel velocity� �deg�
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The Aerodynamic Interaction
Between an Inverted Wing and a
Rotating Wheel
The fundamental aerodynamic influence of downstream wheels on a front wing flow field
and vice versa has been investigated using generic wind tunnel models. The research has
been conducted using a wing with a fixed configuration, whereas the wing ride height
with respect to the ground has been varied as the primary variable. The overlap and gap
between the wing and wheels have been kept constant within the context of the current
paper. At higher ride heights the wheels reduce wing downforce and increase wing drag,
whereas the drag of the wheels themselves also rises. At low ride heights, however, the
opposite happens and the wing performance improves, while the wheels produce less
drag. The ride height range has been subdivided into force regions with consistent char-
acteristics throughout each of them. Force and pressure measurements, particle image
velocimetry results, and oil flow images have been used to explain the differences be-
tween the force regions and to derive the governing flow mechanisms. The trajectories
and interaction of vortices play a dominant role in the observed force behavior, both as
force enhancing and reducing mechanisms. The effect of wheel circulation, flow separa-
tion, and flow channeling by the ground and by the wheels are among the other main
contributors that have been discussed within this paper. �DOI: 10.1115/1.3215942�

1 Introduction
The aerodynamic research that is applicable to competitive car

racing has developed along two distinct roads. On one hand, em-
pirical research is driven by instant performance gains within a
specific set of technical regulations, optimizing every component
in relation to the surrounding parts. On the other hand, academic
research has mainly focused on components in isolation and on
trying to understand the governing flow physics, such as the
ground effect, for unique problems. The latter approach has
yielded several generic studies of simplified wing, wheel, and dif-
fuser flow problems �1,2�, but application of this knowledge to
practical racecar problems has not always been straightforward
due to the inherent complexity of the complete car compared with
that of isolated components.

One major conclusion of such works is that the generation of
downforce in racecar applications is much more reliant on vortex
phenomena than on the use of efficient high aspect ratio wings, in
contrast to those in aeronautical practices. Inevitably, this obser-
vation leads to the subsequent conclusion that the downstream
management of vortex trajectories is essential to the optimization
of aerodynamic performance, and thus that flow interaction be-
tween the various car components is an area of prime interest.
This thus leaves scoop for further fundamental research, which is
not only restricted to isolated components in ground effect �wings
and diffusers� or ground contact �wheels�, but which also exam-
ines the influence of surrounding components.

Fackrell and Harvey �3–5� played a dominant role in the field of
wheel aerodynamics, introducing both commonly used experi-
mental methods and providing benchmarks results. Fackrell and
Harvey’s tests were the first to incorporate a wheel in contact with
a moving ground system—in contrast to previous studies that used
a stationary ground �6� or a gap between a rotating wheel and
moving ground �7,8�—and they showed that this is an essential
condition for accurate simulation. They also discovered a large

positive pressure peak in front of the contact patch and predicted
a downstream negative peak, while further giving more insight
into the general flow field, including the “jetting vortical struc-
tures” originating from the corners of the contact patch. Finally,
Fackrell �3� also pioneered the use of the “indirect measurement
method” to determine the wheel lift and drag via integration of
on-surface pressure measurements. Until then the “direct method”
had been preferred, using load cells to measure the aerodynamic
forces directly. The indirect method requires sufficient spatial res-
olution of the measurements to be accurate, but at the same time
has the advantage of providing insight into the on-surface flow
features via the information contained in the pressure contour
plots. Recent developments in wheel aerodynamic research in-
clude the return of direct force measurements �9� and the use of
computational fluid dynamics �CFD� �10–13�, which has revealed
more about the governing flow structures, especially via unsteady
simulations �14�.

Inverted wings in ground effect produce an increasing amount
of downforce with reducing ride height. The downforce reaches
higher than freestream values at a characteristic ride height of
approximately 30% of the chord length �15�. At even lower ride
heights the downforce decreases sharply in a similar way as to the
wing stall, which is experienced at high angles of attack in
freestream �15�. A comprehensive series of studies into aerody-
namics of single and double element wings in ground effect can
be found in literature �16–22�, which has led to the classification
of force regions within the ride height domain. Additionally, on-
and off-surface experiments have been performed using oil flow,
pressure measurements, particle image velocimetry �PIV�, and la-
ser Doppler anemometry �LDA� techniques, which have resulted
in a better understanding of the governing flow mechanisms and
flow features, such as the trailing tip vortices. A variety of force
enhancing and limiting mechanisms define the force behavior of a
wing in ground effect and the previous mentioned tip vortices can,
for example, increase the suction on the lower wing surfaces, or
reduce the downforce due to vortex dilution or breakdown �23�.
Close to the ground, the balance between these mechanisms can
depend on the direction in which the ride height changes, leading
to hysteresis effects in the force behavior �23�.
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Research into aerodynamic interaction of racecar components
has been extremely limited and restricted to simplified problems,
such as a two-dimensional �2D� study of wing-wheel interaction
�24�, which logically ignores the dominant three-dimensional �3D�
effects. Related subjects, such as rear wing-car body interaction
�25�, a wing following in the wake of another simplified vehicle
�26�, and slip streaming effects �27�, do however give an indica-
tion of the large influence that aerodynamic interaction can have
on the overall performance.

The aim of this paper is to take a next step in fundamental
aerodynamic research by studying the interaction between front
wing and wheel flow fields. This multiple components problem
will be tackled with the help of the simplified generic building
blocks of previous research, while also incorporating the estab-
lished knowledge on ground effect aerodynamics. This research
studies how the performance of the front wing changes in the
presence of the wheels and vice versa how the flow field around
the wheels is modified by that of the wing in comparison to the
solutions for these components in isolation. The wing ride height
will be the primary variable that is used to derive the governing
flow mechanisms, which cause these changes in the force behav-
ior, and to explore the delicate balance between force enhancing
and force limiting mechanisms.

2 Description of Experiments
The research that is described in this paper consisted of experi-

mental and computational investigations, which were performed
in parallel �28�. The results presented here concentrate however
on the experimental side of the study.

2.1 Test Facility. Tests were conducted in the 2.1�1.7 m2

wind tunnel of the University of Southampton. This tunnel fea-
tures a closed test section and is of a conventional closed-jet,
return channel type �see Fig. 1�. A large moving belt system is
fitted for correct ground simulation and a boundary layer suction
system upstream of the belt is used for boundary layer reduction.
The freestream turbulence level is less than 0.3% at 30 m/s and
the velocity profile in vertical direction reaches freestream veloc-
ity �0.2% within 2 mm above the moving belt. Tests were per-
formed at a constant dynamic head of 56.19 mm of water, which
is equivalent to 30 m/s at standard atmospheric conditions and
matches the average velocity over a lap for typical racing circuits,
when evaluated at the 50% model scale dimensions that have been
used. The temperature of the tunnel is not actively controlled and

varies during testing; the encountered experimental Reynolds
numbers based on the total chord of the model wing ranged from
5.7�105 to 5.9�105, depending on the atmospheric conditions.
The Reynolds number for the wind tunnel tests is approximately a
quarter of that experienced on track for real racecar applications,
due to the scaling of velocity and model dimensions. The test
facilities allowed only straight-line testing and as a result the
model setup is symmetric with respect to the vertical center plane
in streamwise direction. Further details of the testing can be found
in Ref. �28�.

2.2 Models. The experiments were conducted using 50%
scale models. The wing is a generic representation of a double
element front wing with flat vertical endplates. The wing is sup-
ported from the roof of the tunnel with a strut connected by two
vertical pillars �see Fig. 1 and Fig. 2�. The pillars are connected to
the strut by a three-component load cell and the strut allows au-
tomated vertical adjustment of the ride height. This wing ride
height �h� is defined as the distance between the ground and the
lowest point on the main element of the wing. The results for
increasing and decreasing ride height are obtained separately to be
able to determine any hysteresis effects, depending on the direc-
tion of ride height variation. The wing profiles are depicted in Fig.
3 and further geometrical aspects as well as test results for the
wing in isolation are described in detail by Mahon �23�. The com-
bined wing chord, c, is 284 mm �139 mm for the main element
and 145 mm for the flap� and the wingspan is 580 mm. The
endplates are 275�5�115 mm3 in size and extend 5 mm below
the lowest point of the main element of the wing.

The wheels are accurate representations of 2005 F1 tires with
four longitudinal grooves. They are manufactured from carbon-
fiber and do therefore not deform, like rubber tires would do. The
geometry is modeled with a conical tire tread surface to simulate
a 2.4 deg camber angle �see Fig. 3�. The maximum wheel diam-
eter is 313.9 mm and the width is 172.8 mm �see Fig. 3�. The
wheels feature representative spoke design hubs, but these have
been covered flush with flat nondeformable disks to simplify the
geometry. The wheels are supported from the side of the tunnel
with Y-shaped wheelarms, which are connected to pillars that are
partly covered by the windtunnel corner fillets �see Fig. 1�. These
wheelarms can be adjusted in streamwise and spanwise direction
to adjust the gap �G� and the overlap �O� between the wing and
the wheels respectively. The overlap and gap dimensions have
both been kept at 20 mm each for all the results presented in this
paper, whereas the wing ride height has been varied from 15 mm
to 180 mm.

2.3 Experimental Methods. The experimental tests during
this research have been selected and organized in such a way that
every subsequent step reveals more about the aerodynamic wing-
wheel interaction. First, force measurements are used to obtain a
global integral overview of the force behavior and to divide the
ride height domain into force regions with unique characteristics,
similar to previously employed procedures �18�. Hereto direct
force measurements of the wheel drag have been conducted using
a one-component strain-gauge load cell, which connects the wheel
to the wheelarm. Downforce, drag, and pitching moment for the
wing have been measured with a three-component load cell
mounted between the vertical support pillars of the wing and the
movable strut. The wheel drag has been corrected for rolling re-
sistance with the use of trundle tests, whereas the wing forces
have been modified with tare measurements for the influence of
the support structure in isolation. The effect of �temperature� drift
of the load cells was limited by linear interpolation between pre-
and postrun zero measurements. Data acquisition took place at a
sampling frequency of 1 kHz over 30 blocks of 1000 samples
each. Within the context of this research all data has been aver-
aged over the sampling period.

Next, on-surface measurements were performed for a typical
ride height condition within each of the force regions in order to

Fig. 1 Experimental setup in the Southampton wind tunnel
test facility, viewed from upstream. The PIV test equipment is
installed to analyze the flow over the crown of the port side
wheel in a streamwise direction „the camera is located on
top of the port side wheel arm and the laser off-center
downstream….
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examine in more detail which flow features caused the observed
force behavior. Flow visualization on the wing surfaces was con-
ducted using a liquid suspension of titanium dioxide in paraffin.
Also pressure measurements on the wing and on the starboard side
wheel have been taken, but in both cases the spatial resolution of

this pressure data was insufficient to derive the aerodynamic load-
ing via integration with the help of the indirect method. Special
duplicate models were used for the pressure measurements, be-
cause the pressure tubes through the wing strut would otherwise
have bridged the load cell during force measurements and pres-

Fig. 2 Definitions of test setup and force measurement conventions

Fig. 3 Wheel and wing characteristics and pressure tap locations for the wheel „P1–P5… and wing „marked on the
sections in the top right figure…
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sure tubes could be clogged by oil flow application. The second
wing had an identical geometry to the ‘clean wing’ that was used
for the other measurements, but the pressure measurement wheel
differed in a few aspects from the ‘clean wheel’. The main differ-
ence was that a noncambered wheel was used, due to a lack of
cambered spares. Furthermore the pressure measurement wheel
could only be run at 20 m/s instead of the normal 30 m/s, because
the extra internal weight of the system caused imbalance at higher
velocities. The wheel pressure measurement results should there-
fore primarily be analyzed qualitatively in order to derive trends
and flow features and not necessarily as absolute quantitative val-
ues for validation purposes.

The wheel pressures have been measured at five different loca-
tions �see Fig. 3� with an in-house developed system that uses one
high quality pressure transducer, which is moved around the tire
circumference by hand between tests to cover all five locations.
Data is stored within the wheel and transferred to a PC via radio
transmission. Approximately 360 samples per revolution were
taken and the data was averaged over 250 cycles, omitting the
cycles which did not feature the pressure peak in front of the
contact patch due to wheel bounce �typically less than 25%�. The
results have been filtered for a natural vibration frequency of 750
Hz and corrections have been applied for centrifugal forces on the
diaphragm and reference pressure, dependent on the pressure tap
location and orientation. The wing pressures were measured at
128 streamwise positions, equally divided between the centerline
and a location 25 mm inside of the port side endplate �see Fig. 3�.
The used Scanivalve zero-operate-calibrate �ZOC� pressure mea-
surement system has a scanning rate of 20 kHz and sampled for a
5 s period per ride height. Once more only averaged results have
been analyzed.

Finally, off-surface tests were conducted for a limited set of ride
heights to evaluate how the governing mechanisms interact in the
flow field. PIV measurements in vertical and horizontal stream-
wise planes were conducted for this purpose �see Fig. 1 for a
typical setup�. A Dantec �Skovlunde, Denmark� PowerFlow sys-
tem was used in combination with a Gemini laser. The double
laser sheet thickness was of the order of 2 mm to 3 mm and the
time interval between the images was typically 20–50 �s. During
every test run 500 double image samples were taken and adaptive
cross-correlation with interrogation areas of 32�32 pixels with a
75% overlap in both directions were used. Only range validation
was applied to the correlated data. The resultant vector fields have
been averaged over the amount of data samples.

3.4 Accuracy and Uncertainties. The uncertainty in the ex-
perimental results with a 95% confidence level has been estimated
using Moffat’s method �29�. The ride height has been set to �0.05
mm with the use of metal slip gauges, whereas overlap and gap
have been set to �0.5 mm accuracy using rules. The wing inci-
dence has been set with a digital inclinometer with an accuracy of
�0.005 deg and the tunnel velocity to a dynamic head of �0.2
mm of water. The calibration of the load cells was checked and
showed less than 0.25% difference between the applied and mea-
sured loads over the range of encountered forces. In total, the
resulting uncertainty levels with 95% confidence are �0.0092CL,
�0.0018CD, and �0.0029CM for the wing and �0.0068CD for
the wheel force measurements. The maximum uncertainty in
wheel pressures is �0.0239CP and �0.0287CP for the wing, al-
though the average uncertainty for the latter is only �0.0087CP
�23�. The long term repeatability of the force and pressure mea-
surements over a period of more than a year were of the same
order as the uncertainty limits. The blockage factor of the com-
plete configuration with support structures in the windtunnel var-
ies between 9.0% and 9.6%, depending on the wing ride height
and wing-wheel overlap value. This is on the high side for quan-
titative purposes, but is deemed acceptable for the current quali-
tative investigations, which are aimed at exploring trends in the
force behavior and look at relative differences. The values in this
paper primarily give an indication of the scale of the experienced

variations. However it needs to be kept in mind that further block-
age corrections need to be applied in case the results are to be
used as absolute values for the current configuration.

3 Force Behavior With Ride Height Variation
The aerodynamic loading on the wheels and wing varies as a

function of the wing ride height. The results of the experimental
force measurements are plotted in Fig. 4. The wing ride height
range has been chosen to exceed the conditions experienced dur-
ing practical applications in order to allow examination of the
balance between the various flow mechanisms over a wider vari-
ety of situations. This generates more scope to derive the indi-
vidual mechanisms from the combined integral result by covering
more extreme variations of the flow mechanisms.

The wing ride height, h, has been nondimensionalized with the
total wing chord, c, as can be seen on the x-axes of the plots in
Fig. 4. The wing downforce is defined as a downwards pointing
vertical force, see Fig. 2. The forces are presented as nondimen-
sional coefficients based on the dynamic pressure and the pro-
jected top view area of the component to which they relate. The
pitching moment has originally been nondimensionalized using
the same parameters and the additional combined wing chord as
moment arm, but in this paper has instead been presented as the
nondimensionalized streamwise position of the center of pressure
of the wing, x /cCoP. Hereto the wing downforce, drag, and pitch-
ing moment have been combined to derive the center of pressure
location relative to the leading edge of the main element of the
wing, assuming its position is only varying in x-direction with
aerodynamic loading changes. The force measurement results for
the isolated wheel and isolated wing cases have also been in-
cluded in Fig. 4.

3.1 Definition of Force Regions. When the wheel drag plot
of Fig. 4�a� is analyzed, it can be seen that it features several
�local� minima and maxima within the ride height range. Each of
these extremes represents a condition at which the balance be-
tween the force enhancing and limiting mechanisms is in equilib-
rium, but this balance changes to either side of these ride heights.
These extremes have been chosen as the force region boundaries,
whereas the lowest region has been subdivided in a branch for
decreasing �V� and one for increasing �VI� ride heights to reflect
the influence of hysteresis effects. Although the wing loading
curves do not show extremes at all of the region boundaries, it can
still be noticed that the force behavior features a change in the
derivative of the curve for most of them.

Starting at the highest ride height, the different force regions
can be characterized as follows.

I. At high ride heights the wheel drag �Fig. 4�a�� is consider-
ably higher than for the isolated wheel and increases with
reducing ride height; the wing downforce �Fig. 4�b�� is down
by a constant offset compared with the isolated case and
wing drag �Fig. 4�c�� is a little lower as well, whereas the
center of pressure of the wing �Fig. 4�d�� lies further down-
stream.

II. The wheel drag decreases, first gradually and then abruptly;
the wing downforce and drag start growing at a higher rate
toward the lower boundary.

III. The wheel drag slowly climbs from a minimum; the wing
downforce almost reaches the level of the isolated wing
case and drag is a little up.

IV. The wheel drag drops again; the wing downforce and drag
start growing rapidly and reach higher levels than for the
wing on its own.

V. The wheel drag stays fairly constant; but the wing down-
force falls away, while the wing drag still increases.

VI. With increasing ride height, the wheel drag is at a constant
and higher level than for the decreasing branch; the wing
downforce also shows hysteresis signs and is at a much
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lower level, jumping up at the upper boundary, the wing
drag reduces very slowly.

3.2 The Two Fundamental Wheel Drag Phases. From the
above subdivision into force regions it becomes clear that the
wheel drag shows a varied behavior over the conditions, but al-
ternatively the ride height domain can also be separated in two,
more fundamental, phases: the first with higher wheel drag than
for the isolated case �regions I and the biggest part of II� and the
second with lower drag �the remaining regions�. The increase in
wheel drag can be as much as 23% in the higher drag phase,

whereas reductions of up to 15% are possible in the low drag
phase.

The precise reasons for these variations will be explained in
Secs. 4 and 5, but Fig. 5 is introduced here to give an idea of the
fundamental differences in the flow field between the two phases.
Figure 5 shows the vortex structures in the flow field by depicting
isosurfaces of Q �an identification parameter for vortices and co-
herent structures derived from the second invariant of the velocity
gradient tensor �30��, which have been obtained from steady-state
computational simulations on a fully structured grid, using the

Fig. 4 Wheel and wing force coefficients as functions of the wing ride height and definitions of the derived force regions
I–VI; „a… wheel drag, „b… wing downforce, „c… wing drag, „d… wing centre of pressure location

Fig. 5 Representations of the two fundamental wheel drag phases; „a… high drag phase, „b… low drag phase; figures show
iso-surfaces of Q obtained from steady-state computational simulations †28‡
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model dimensions of the experiments and at the same velocity of
30 m/s �the complete computational specifications have not been
included in this experimental paper, for details see Ref. �28��. The
vortex trajectories provide a revealing answer for the differences
between the two phases; for the low wheel drag phase the top
edge vortex originating from the top of the endplate �feature “A”
in Fig. 5� travels on the inside of the wheel, whereas in the high
drag phase it moves over the crown of the wheel and then inter-
acts with the other vortices in the wheel wake. Incidentally the
wing drag is low when the wheel drag is high and vice versa. This
can partly be related to the variation in the downforce induced
drag component, but does not explain this correlation in region III.

4 Effect of Wing on the Wheel Aerodynamics
The wheel drag behavior displayed in Fig. 4�a� is governed by

a fine balance between the force enhancing and limiting mecha-
nisms. The more subtle changes are the result of a shift in equi-
librium between the mechanisms, but the large difference between
the high and low drag phase can be related to clear differences in
the flow field and governing flow mechanisms. Previously it was
postulated that the contrast can be explained with the change in
trajectory of the top edge vortex, as shown in Fig. 5 and this will
now be supported with experimental results.

4.1 Governing Mechanisms for the High Wheel Drag
Phase. The wheel wake is characterized by a strong recirculation
area in the high wheel drag phase. This recirculation induces high
velocities along the back face of the wheel, which causes the low
pressures around �=180 deg in Figs. 6 and 7, for the high ride
heights. The PIV results, of which a selection is presented in Fig.
8, show the recirculation in the form of a strong focal point in this

horizontal plane, which is situated at the wheel axle height. This
focal point is present for all ride heights from h /c=0.342 and
upwards, but not for h /c=0.317, which is the highest sampled
ride height in the low drag phase. The focal point lies closest to
the wheel surface for h /c=0.458 and the PIV results show that the
induced velocities along the wheel surface are largest with the
focal point in this location. This coincides with the maximum drag
ride height in Fig. 4�a� and therefore confirms that this wake
characteristic is the dominant mechanism of the high wheel drag
phase. The reduction in wheel drag, when moving to higher and
lower ride heights, away from h /c=0.458 �in region I and the
higher part of region II�, can be further explained primarily by a
movement of the focal point away from the wheel surface, which
leads to increased base pressures.

Further analysis of the experimental results reveals that the re-
circulation in the wheel wake only occurs when the top edge
vortex of the front wing endplate passes over the crown of the
wheel. The pressure distribution in Fig. 7�b� on the inboard side-
wall of the wheel presents the clearest evidence for this correla-
tion. The imprint of the top edge vortex can clearly be seen as a
local minimum around �=350 deg for h /c=0.211, which gradu-
ally rises to �=320 deg for h /c=0.317. This trend can be ex-
trapolated in both directions; for h /c=0.458—the only sampled
ride height in the high drag phase—this imprint is not present,
whereas for the lowest ride height, h /c=0.106, an imprint below
the most forward point of the wheel at �=10 deg can be distin-
guished. Similarly, in Fig. 7�a�, the imprint can be seen to move
upwards with increasing ride height on the inboard side of the tire
tread as well. The local minimum at �=350 deg for h /c=0.211

Fig. 6 Pressure distributions for two locations along the
wheel circumference of the starboard side wheel; „a… center
line P1, „b… outboard tire tread; for the isolated wheel „IWh… and
for the wheel combined with the wing „CWW… at various ride
heights

Fig. 7 Pressure distributions for further two locations along
the wheel circumference of the starboard side wheel; „a… in-
board tire tread P4, „b… inboard sidewall P5; for the isolated
wheel „IWh… and for the wheel combined with the wing „CWW…

at various ride heights
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changes into a ripple around �=310 deg for h /c=0.458, when the
vortex passes over the wheel.

This shows that the top edge vortex changes trajectory on the
boundary of the high wheel drag phase and it is therefore pro-
posed that the wake recirculation is a direct result of the top edge
vortex position. When this vortex �feature ‘‘A’’ in Fig. 5� passes
over the wheel it starts a strong interaction with the wheel vortex
originating from the top of the wheel �feature “F”�, the vortex
originating from the flap trailing edge �TE� junction �feature “B”�
and the lower edge vortex �feature “C”�, accumulating in a strong
circulation represented as feature “G.” The sudden change in
wheel drag is thus directly coupled to the abrupt change in trajec-
tory of the top edge vortex.

4.2 Governing Mechanisms for the Low Wheel Drag
Phase. The above discussion has explained how the wheel drag
can rise to above the level of the isolated wheel case, next it will
be analyzed how for lower ride heights the wheel drag can fall
below this level. The pressure distributions in Fig. 6 and Fig. 7
show that the main qualitative difference between the isolated
wheel and the combined case at low ride heights is the low pres-
sure on the lower front half of the wheel �from 0 deg to 90 deg� at
the center line �Fig. 6�a�� and at the inboard side of the tire tread
�Fig. 7�a��. In contrast, the pressures in this area on the outside of
the wheel have increased once the wing is added, as can be seen in
Fig. 6�b�. The explanation for this is that the accelerated flow
originating from the wing is directed into the converging channel

Fig. 8 Velocity contours derived from PIV results; „a… isolated wheel, „b… combined wing and wheels at h /c=0.106, „c…
combined wing and wheels at h /c=0.528; inboard front corner „left figures; at z=165 mm… and inboard rear corner „right
figures; at z=174 mm…, and the wheel contour is visualized in dark gray and the shadow upstream is blacked out „left lower
corner of left figures…

Journal of Fluids Engineering OCTOBER 2009, Vol. 131 / 101104-7

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



between the wheels and the ground. Hereto the flow is deflected
around the inboard corner of the wheel, due to the overlap with
the wing, which leads to an additional suction in this area. The
blockage caused by the top edge vortex on the inside of the wheel
for the lower wheel drag phase enhances the acceleration around
the wheel corner even further.

It is this suction caused by the channeling effect that explains
the reduction in wheel drag at low ride heights. However, logi-
cally, this channeling effect is still effective at high ride heights as
well and it can thus be concluded that the wheel drag would also
be lower in these force regions, if the wake effect and strong
recirculation did not generate a much larger increase in drag. Fur-
thermore, Sec. 5 will show that the channeling effect also has a
dominant influence on the wing performance.

The beneficial influence of the channeling effect on the wheel
drag reaches a maximum when the accelerated flow from the wing
is diverged around the closest, most forward, point of the wheel.
The areas with highest flow velocities in the wing wake are the
top edge and lower edge vortices and the flow on the suction side
of the flap, so it is expected that the largest part of the wheel is
exposed to these when the top edge vortices and flap suction flow
impact above the wheel center line and the lower edge vortices
below. This is at a ride height when h− 1

2 hEP� 1
2 D, which trans-

lates to h /c�0.35. Indeed Fig. 4�a� shows that the minimum drag
on the boundary between region II and III is reached close to this
ride height.

The increase in wheel drag with decreasing wing ride height in
region III can be explained with two mechanisms. First of all the
beneficial influence of the channeling effect reduces as explained
before, leading to less suction on the inboard corner of the wheel.
Second, the wheel drag increases due to a reduction in suction just
upstream of the crown of the wheel as a result of a movement of
the separation position �see Figs. 6�a�, 6�b�, and 7�a� between �
=270 deg and 300 deg�. This mechanism is however of secondary
importance to the channeling effect, as the pressure component in
x-direction is small for this area of the wheel due to its orientation.
Figure 9 and especially Table 1 reveal that the separation stream-
line at the centerline of the wheel moves upstream with decreasing
wing ride height. The effect of the wing circulation on the wheel
flow field is the primary cause of this, since the induced velocity
from the suction side of the flap delays separation, when this
impacts above the wheel center line. Another way to look at this is
the analogy that the separation moves upstream when a stationary
wheel starts rotating, the wing induces a circulation of opposite
direction to the one caused by the wheel rotation and will thus
delay separation, especially at higher ride heights.

With respect to the separation from the top of the wheel, it is
interesting to notice that in the high wheel drag phase the separa-
tion is even further delayed due to the downwash that the top edge
vortex generates over the top of the wheel in this situation. Fig-
ures 6 and 7 show that this leads to further suction downstream of
the crown of the wheel and this increased suction is maintained
throughout the top part of the wake until ��180 deg. At high
ride heights the wheel drag actually thus increases, the more the
separation from the top of the wheel is delayed. This counterin-
tuitive observation, which contradicts conclusions from 2D cylin-
der flow, reveals that for a wheel with relative low aspect ratio the
secondary flow around the wheel side edges dominates the pri-
mary 2D flow over the top �31�.

Whereas the previously discussed variations in wheel drag
could clearly be coupled to characteristics of the pressure distri-
butions on the wheel surface and the governing mechanisms could
be derived from the additional experimental results, it is more
difficult to pinpoint the flow physics that cause the reduction in
wheel drag in region IV for decreasing ride height. The separation
from the top of the wheel on its own would in fact lead to a drag
increase in this region. It is however expected that the topological
changes in the lower part of the wheel wake, shown in Fig. 5, are
partly responsible for this wheel drag reduction. From this figure
it can be concluded that at low ride heights the lower edge vortex
�feature ‘‘C’’� replaces the downstream part of the contact patch
“bow wave” �feature “D”�. At these low ride heights the lower
edge vortex has retarded and grown in circumference and it is
possibly close to breakdown or has even burst. This weaker vortex
implies less interaction in the lower wheel wake and thus, in a
similar way as for the interaction in the upper wake in the high
wheel drag phase, less suction in this area, leading to a reduction
in wheel drag.

Second, the channeling effect also potentially reduces the wheel
drag further in this region. At low ride heights the wing flow has
less possibility to expand in vertical direction due to the close
proximity to the ground; this means that a larger part of the flow
has to be diverged into the channel between the wheels or around
them. This implies that a larger area of the front of the wheel will
be exposed to increased suction, and thus that the wheel drag will
be lower. The available experimental pressure data is insufficient
to confirm this effect, but CFD analysis during the research �28�
has revealed that the stagnation position on the wheel lays indeed
further away form the overall symmetry plane for the lower ride
heights, providing evidence for the increased flow deflection in
horizontal direction.

Finally, the difference between the wheel drag level in the hys-
teresis regions V and VI can be explained with the help of the
wing flow field that will be further discussed in Secs 5.1–5.6. The
increasing ride height region, VI, is characterized by a lower wing
downforce �see Fig. 4�b�� than the decreasing ride height branch,
V. The loss in downforce is a result of large scale separation from
the wing surfaces. The downstream effect of this retarded flow
with lower total pressure on the wheel is a weakening of the

Fig. 9 Separation streamline „white dashed… from the top of
the wheel in the center xz-plane for the h /c=0.211 combined
case; results based on PIV measurements for the in-plane ve-
locity components, which are obtained with the setup of Fig. 1.
Angle definition is shown in Fig. 2 and angle variation with ride
height is summarized in Table 1.

Table 1 Angle at which the separation streamline at the cen-
terline of the wheel „see Fig. 9… leaves the wheel surface for the
isolated wheel and for various wing ride heights for the com-
bined configuration

Case
Separation angle �

�deg�

Isolated wheel 265
h /c=0.063 269
h /c=0.106 269
h /c=0.211 264
h /c=0.317 262
h /c=0.342 259
h /c=0.458 251
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channeling effect and thus less suction on the lower inboard up-
stream part of the wheel. For the decreasing ride height region the
wing separation is much reduced and the stronger channeling ef-
fect therefore leads to a lower wheel drag than for the increasing
ride height branch. Tests at a dynamic pressure equivalent to
20 m/s instead of 30 m/s showed that the hysteresis region bound-
ary moves to higher ride heights when the test velocity is reduced.
This is consistent with the above explanation, since the lower Re
number will mean that the wing boundary layer is less resilient to
the adverse pressure gradient and thus separates earlier from the
surface, or at a higher ride height for a lower freestream velocity.

5 Effects of the Wheels on the Wing Aerodynamics
Not only does the wing influence the downstream located

wheels, but the aerodynamic interaction also acts in the opposite
direction. Figures 4�b�–4�d� show the effect that the wheels have
on the wing performance in comparison to the isolated wing case.
At higher ride heights the wing downforce is reduced due to the
presence of the wheels, but below approximately h /c=0.15 it has
increased disproportionally and reaches a 16.2% higher value at

h /c=0.067. This section will once more use experimental results
to derive the governing force enhancing and limiting mechanisms,
but first the force behavior for the isolated wing will be discussed
for reference.

5.1 Governing Mechanisms for Isolated Wing in Ground
Effect. The force behavior of the isolated wing in ground effect is
the result of a ride height dependent balance between two force
enhancing and two force limiting mechanisms �23,28�. The down-
force is primarily enhanced by the channeling effect. This influ-
ence increases with reducing ride height and is equivalent to how
a diffuser produces downforce �32�. Evidence for this can be
found in the location of the suction peak on the main element,
which moves downstream below h /c=0.141, from the point of
maximum curvature to the lowest point, as can be concluded from
Fig. 10. The channeling effect is always active, but mainly affects
the suction side of the main element �the suction on the main
element increases 94% from h /c=0.634 to 0.063 in contrast to the
36% increase on the flap�, leading to a forward movement of the
center of pressure relative to a wing in freestream conditions.

Fig. 10 Wing pressure distributions along the main element and flap for a
range of ride heights; for the isolated wing „dotted lines, open symbols… and
the wing-wheel configuration „solid lines, black symbols…; „a… at the centre
line, „b… at the tip 25 mm inboard of the port side endplate
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The exponential growth in downforce with reducing ride height
in Fig. 4�b� up to approximately h /c=0.25 is the combined result
of a second force enhancing mechanism that acts parallel to the
channeling effect. This is the lower edge vortex effect, which
refers to the additional suction on the underside of the main ele-
ment and flap close to the tip that is caused by the higher veloci-
ties resulting from the imprint of the lower edge tip vortex. This
vortex effect also becomes stronger with decreasing ride height,
due to the increasing pressure difference between the suction side
of the wing and the outside of the endplate. However the influence
of this effect diminishes at the local maximum in the downforce,
around h /c=0.23, as the increasing adverse pressure gradient
downstream causes the vortex to dilute and breakdown, reducing
the additional suction on the wing tips. From the small reduction
in downforce up to the local minimum in downforce just below
this ride height it can be concluded that the lower vortex loses its
beneficial effect quicker than the channeling effect increases in
strength.

Below this ride height the channeling effect is once more the
only active force enhancing mechanism, which now in balance
with the vortex dilution, causes a fairly linear growth in down-
force with ride height reduction. The final decay in downforce
growth is the result of full vortex bursting underneath the flap,
which negatively influences the suction on the tips due to the
velocity reduction and additional blockage. The vortex �dilution
and� breakdown is still close to equilibrium with the channeling
effect, but it is the second force limiting mechanism, flow separa-
tion, that causes the downforce to drop off at low ride heights. At
such conditions the center part of the main element of the wing on
the suction side experiences trailing edge separation �see Fig. 11,
feature “ii”�, which moves progressively upstream, resulting in the
downforce reduction. This once more resembles diffuser behavior,
leading to a much more gradual downforce reduction than what
would be experienced in freestream due to wing stall as a result of
leading edge separation. The reason for the lower downforce for
the increasing ride height branch of the hysteresis zone compared
with the decreasing branch is the full chord center span flap sepa-
ration, which can be seen for h /c=0.063 in Fig. 11 as feature
“iii.” This only occurs for a startup at low ride heights and perse-
veres when the wing is moved upwards until the upper boundary
of the hysteresis region is reached, at which the flow is able to
stay attached from the flap leading edge onwards and thus leads to
a sudden increase in downforce. For the decreasing branch how-
ever the boundary layer is resilient enough to stay attached; this
difference in boundary layer behavior is at the heart of the hyster-

esis effects. In Secs. 5.2–5.5 it will be discussed how each of the
mechanisms is affected by the presence of the wheels.

5.2 Modified Channeling Effect. The channeling effect,
which causes an increase in acceleration on the underside of the
wing, shows a modified behavior due to the presence of the
wheels. Analysis of PIV results at center span below the wing
main element, �see Fig. 12� reveals that at h /c=0.106 the velocity
reaches a 3.3% higher value with the wheels added, whereas at
h /c=0.317 this is 3.8% lower. Since these measurements have
been taken at center span, where the 3D influences of the tip flow
are minimal, it can be concluded that this is the result of modifi-
cation of the channeling effect by the wheels, showing an increase
at low and reduction at high ride heights.

Fig. 11 On-surface flow visualization on the suction surfaces of the wing
for the isolated wing and for the combined case with downstream wheels;
flow direction from top to bottom; shown features are „i… LE separation
bubble, „ii… main element TE separation, „iii… flap full chord separation, and
„iv… tip separation

Fig. 12 In plane velocity for the symmetry plane underneath
the main element of the wing at x /c=0.112, derived from PIV
results for the isolated and combined wing case at two different
ride heights. Parallax effects are responsible for the velocity
deficit in the data close to the ground and close to the wing
„especially for h /c=0.106…, because of blockage of the laser
sheet.
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It is obvious that the wheels, in case of a positive overlap,
create a further converging step with increased blockage to the
channel between the wheels and wing, leading to additional accel-
eration around the upstream corner of the wheel. However the
PIV results showed that relative to the isolated wing case the
channeling effect is enhanced at low ride heights, but reduced at
higher. The explanation for this can be found in the movement
direction of the sidewalls of the wheels. Below the wheel axis the
sidewalls move downstream and therefore help to extract the flow
from the channel, enhancing the effect. In contrast above the
wheel axis the wheel rotation leads to an upstream movement of
the sidewalls, which hinders the channel flow and thus reduces the
suction on the main element underside.

Just as for the isolated wing, it is to be expected that the chan-
neling effect mainly affects the suction side of the main element
due to the closest proximity to the ground. Figure 10 confirms this
statement by showing that the suction peak increases 194% in
value from the highest to the lowest ride height, reaching a 11.6%
higher value than for the isolated wing and thus confirming the
enhancement at low ride heights. Furthermore at the highest ride
height the suction is 27% lower than for the isolated wing, show-
ing the effect of the reduced channeling effect at these conditions.
The influence of the channeling effect on the flap is however
clouded by the effects of the other mechanisms, but the variation
at high ride heights is much less whereas at low ride heights it is
bigger than for the isolated wing. From the results it is difficult to
determine at which ride height the channeling effect for the com-
bined case switches between these two states. Nevertheless, Fig.
10 shows that at h /c=0.141 the center span suction on the main
element is very similar for the isolated and combined case; based
on this it is expected that the channeling effect is enhanced below
h /c=0.141 and reduced above this height.

5.3 Separation Effects. The main force limiting effects due
to separation for the combined configuration are similar to for the
isolated wing case. At the lowest ride heights trailing edge sepa-
ration from the suction side of the main element of the wing
reduces the downforce. This separation can once more be seen in
Fig. 11 �feature ‘‘ii’’�, which also shows the full chord center span
separation from the flap suction side �feature ‘‘iii’’� that occurs for
the increasing ride height branch. Both these separation effects
start occurring at lower ride heights than for the isolated wing,
because the enhanced channeling effect at these ride heights post-
pones separation due to a more gentle pressure recovery. For all
conditions the flap also shows a separation bubble near the leading
edge �feature “i”�, due to off-surface transition. This feature has
not changed noticeably due to the presence of the wheels and
more information on this for the wing in isolation can be found in
Ref. �23�.

Additionally, the wheels induce a new form of separation at the
flap tips �feature “iv”�, resulting from the adverse pressure gradi-
ent caused by the increased blockage from the downstream
wheels. This tip separation is present for all ride heights, as can be
seen for two examples in Fig. 11, but is largest when the flap is
located closest to the wheel, around h /c=0.24 �with the flap trail-
ing edge at the same height as the wheel axis�. The imprint of this
separated zone on the wing tip flap pressures is difficult to recog-
nize in Fig. 10, because the pressure taps are located too far in-
board. However, this separated zone has a tempering influence on
both the lower edge vortex effect and on the vortex dilution/
breakdown effect as will be discussed next.

5.4 Vortex Effects. The lower edge vortices influence the
downforce for the isolated wing in several ways; a local increase
in suction at the tip enhances the downforce for medium and
higher ride heights, whereas vortex dilution leads to the local drop
in downforce, vortex breakdown at even lower ride heights is
responsible for the start of the decay in downforce. For the com-
bined configuration with the wheels present all these effects are
reduced, because the separated zones at the flap tips shield the
wing surface from the imprints of these effects. Figure 4�b� shows
that the combined configuration has no local drop in downforce
due to vortex dilution. This can on one hand be related to a re-
duced positive influence of the lower vortex effect at higher ride
heights and therefore to a smaller drop off in downforce relative to
the continuing growth resulting from the channeling effect, or on
the other hand to less negative influence of the vortex dilution.

It is expected that vortex dilution and breakdown become
prominent for the combined case from h /c=0.113 downwards,
because from here the downforce growth reduces and becomes
more linear. Additional, nonpresented PIV data, shows that the
lower edge vortices are still strong and coherent at h /c=0.211, but
are falling apart at h /c=0.106. Nevertheless, even when the vor-
tices start breaking up, their negative influence is still less appar-
ent than for the isolated wing case, because the vortex structures
are diverted downwards, away from the wheel surface due to the
wheel rotation. This can be seen in Fig. 13, where the areas with
reversed flow are the remains of the burst lower edge vortex,
which are weaker and appear lower when the wheels are present
�Fig. 13�b��.

5.5 Wheel Circulation Effect. The modified channeling ef-
fect mainly influences the central part of the suction side of the
main element of the wing, but finally an additional force enhanc-
ing mechanism needs to be discussed that affects the tips most and
primarily the flap tips. The wheel circulation can be considered to
locally act as a further wing element downstream of the flap,
which has a beneficial effect when the flap is located below the

Fig. 13 PIV velocity contours in a plane 25 mm inboard of the port side endplate; „a… the isolated wing, „b… in combination
with the wheels for h /c=0.063; the wing profiles are visualized in dark gray and the shadow areas in light gray
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wheel axis height. Just as for multiple element wing configura-
tions �33�, the circulation from the wheel will induce favorable
conditions for the upstream elements, resulting in a local increase
in downforce. At high ride heights the wheel circulation will have
a relative negative influence, similarly to when a flap would be
positioned at the pressure side of an upstream element.

5.6 Summary of Wing Downforce Regions. Figure 4�b�
shows that at higher ride heights the downforce for the combined
case is considerably lower than for the isolated wing, which is a
result of the reduced channeling effect, the negative wheel circu-
lation effect, and the flap tip separation. In the first two force
regions the center of pressure location, which lies further down-
stream than for the isolated wing, moves faster forward �see Fig.
4�d��. This is the result of a smaller growth in downforce from the
flap tips relative to the isolated wing case, because the separated
regions at the tips grow in size. Interestingly, the drag is only
marginally lower for the combined case than for the isolated wing,
which is a direct consequence of the difference in pressure distri-
butions on the wing elements. With the wheels present the flap
carries a larger part of the loading, which is reflected in the down-
stream center of pressure location, and due to the orientation of
the flap this contains a larger drag component.

The end of force region II is characterized by a sudden increase
in downforce that cannot be observed for the isolated wing. The
switch in wheel circulation effect from having a negative to a
positive influence plays a role in this. However, it is expected that
the top edge vortex trajectories are more important, because this
change in downforce coincides with the sudden change in wheel
drag. The downstream blockage increases when the vortices move
from the crown to the inside of the wheel, which will enhance the
channeling effect and thus the downforce from the wing. This
affects the flap tips most, due to the location of the added block-
age, which is confirmed by the downstream movement of the
center of pressure at the sudden increase in downforce.

For lower ride heights the wing downforce increases more with
the wheels present and reaches a higher downforce level before
the decay due to surface separation sets in. This is the combined
result of the enhanced channeling effect, the positive wheel circu-
lation effect and the reduced influence of vortex breakdown and
delayed trailing edge separation. At the upper boundary of the
hysteresis zone the downforce starts dropping off due to center
span separation from the main element of the wing, but there is no
plateau of constant downforce prior to this, because of the still
dominant force enhancing mechanisms. The difference between
the increasing and decreasing ride height branch is, for the com-
bined case, also the result of full chord flap separation at center
span, which exists when the flow is started with the wing at a low
ride height.

6 Conclusions
The results presented in this paper show that the aerodynamic

performance of a wing is affected by the presence of the wheels
and that vice versa the wheel drag depends on the wing position.
The variation in force coefficients confirms that data from studies
of isolated components does not always lead to reliable conclu-
sions for the combined configuration. It also gives an idea of the
scope of the performance improvements that can be made by op-
timizing the wing in the presence of surrounding components.
Furthermore, the influence of the wheels on the total vehicle drag
is estimated to be as much as 40% �34�, implying that the poten-
tial variation in wheel drag that was seen during this research will
have a significant influence on the overall performance.

At low ride heights the wing downforce is increased and the
wheel drag reduced relative to for the components on their own,
but at higher ride heights the opposite happens. The trajectories of
the top edge vortices are the dominant characteristics that affect
the aerodynamic performance and it is crucial to prevent that these
go over the crown of the wheels when maximum wing downforce

and minimum wheel drag are required. For most practical racecar
applications this should be achievable, as the critical ride height is
approximately h /c=0.35 and front wings typically act closer to
the ground to benefit from the ground effect.

This research has stressed the importance of modeling the flow
problem, which heavily relies on vortex interaction, with all the
relevant components included. A parametrical study, examining
the influence of wing-wheel gap and overlap, has been conducted
at the same time of this work and is to be presented in a separate
paper. The mechanisms introduced in this paper can be used to
consistently explain the force behavior for different gap and over-
lap settings. Finally, the influence of wheel steer and yaw of the
configuration relative to the wind direction will have a large effect
on the vortex interaction as well and are therefore potential sub-
jects for future research.
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Nomenclature
c � total combined wing chord, 284 mm

CD � drag coefficient
CL � downforce coefficient
CM � pitching moment coefficient
CP � pressure coefficient
D � wheel diameter, 313.9 mm
G � gap
h � wing ride height

hEP � height from ground to top of endplate, h
+110 mm

hFTE � height from ground to the trailing edge of the
flap

h↓ � decreasing ride height
O � overlap
Q � second invariant of the velocity gradient ten-

sor, measurement of vorticity
x � horizontal coordinate in flow direction

x /cCoP � nondimensionalized wing center of pressure
location in x-direction

y � horizontal coordinate perpendicular to the flow
direction

z � vertical coordinate

Greek symbols
� � wheel rotation angle, anticlockwise from the

upstream point when looking from the left �see
Fig. 2�

Abbreviations
2D � two-dimensional
3D � three-dimensional

CFD � computational fluid dynamics
CWW � combined wing wheel configuration

IWh � isolated wheel configuration
LDA � laser Doppler anemometry
PIV � particle image velocimetry
TE � trailing edge

ZOC � Zero-Operate-Calibrate pressure measurement
system
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Numerical Investigation of
Combined Effects of Rarefaction
and Compressibility for Gas Flow
in Microchannels and Microtubes
In this paper, first, the Navier–Stokes equations for incompressible fully developed flow in
microchannels and microtubes with the first-order and second-order slip boundary con-
ditions are analytically solved. Then, the compressible Navier–Stokes equations are nu-
merically solved with slip boundary conditions. The numerical methodology is based on
the control volume scheme. Numerical results reveal that the compressibility effect in-
creases the velocity gradient near the wall and the friction factor. On the other hand, the
increment of velocity gradient near the wall leads to a much larger slip velocity than that
for incompressible flow with the same value of Knudsen number and results in a corre-
sponding decrement of friction factor. General correlations for the Poiseuille number
�fRe�, the Knudsen number (Kn), and the Mach number (Ma) containing the first-order
and second-order slip coefficients are proposed. Correlations are validated with available
experimental and numerical results. �DOI: 10.1115/1.3215941�

Keywords: friction factor, rarefaction effect, compressibility effect, general correlations

1 Introduction
Microchannels and microtubes are basic elements of microflu-

idic devices and the gas flow in these channels has been exten-
sively studied in the past decade due to their simple geometric
configuration, rich physics, and wide applications. A number of
experimental, analytical, and numerical studies have revealed that
the flow behavior for gas flow in microchannels and microtubes
deviates from the classical theory in conventional-scale channels.
Rarefaction and compressibility are two of the dominant effects
that are responsible for the deviation.

The rarefaction effect is an important factor. Analytical solu-
tions �1–3� derived from Navier–Stokes equations with the first-
order slip boundary condition were presented for various geom-
etries of the microchannels in the slip region �Kn�0.1� and it
agreed well with the numerical results �4,5�. The experimental
results �6–8� were also in rough agreement with the analytical
solutions. It is widely accepted in the past decade that the first-
order slip boundary condition is accurate when the Knudsen num-
ber is less than 0.1. Hence, above studies were based on the first-
order slip boundary condition. However, experimental studies �9�
revealed that the first-order slip boundary condition was not so
accurate when the Knudsen number is larger than 0.05. Many
researchers devoted to develop more accurate slip boundary con-
ditions. Sreekanth �10� experimentally investigated slip flow
through long circular microtubes and proposed a second-order slip
boundary condition according to the pressure distribution along
the microtube. Ewart et al. �11� proposed a second-order slip
boundary condition according to the experimentally measured
mass flow rate. As yet, no consensus has been reached on the
correct form of higher-order approach and the magnitude of the
second-order slip coefficient exhibits large discrepancy. The re-
view of slip boundary conditions developed by different research-
ers was done by Barber and Emerson �12�.

The compressibility effect is another important factor for gas

flow in microtubes even for very low velocity �low Mach num-
ber�, which results in the nonlinear pressure distribution and the
increment of friction factor. Guo and co-workers �13,14� numeri-
cally examined the compressibility effect on the friction factor of
gas flow in smooth microtubes. They concluded that the pressure
gradient and the flow acceleration increased the dimensionless
velocity gradient at the wall surface and consequently increased
the local friction factor compared with that for conventional-scale
tubes. They also indicated that the neglect of the flow compress-
ibility effect may be one of the reasons for the discrepancy of the
experimental results of different authors. Li et al. �15� solved the
coupled momentum and energy equations for microtubes with a
perturbation method and a correlation between the Poiseuille
number and the Mach number was proposed. Du et al. �16� ex-
perimentally studied the compressibility effect on the friction fac-
tor using a tube-cutting method. Asako and co-workers �17,18�
numerically investigated the compressibility effect for gas flow in
parallel plate microchannels and microtubes. Correlations for the
Poiseuille number and the Mach number were obtained �Ma
�0.5�. Turner et al. �8� investigated the effects of rarefaction,
compressibility, and roughness for gas flow in rectangular micro-
channels systematically. The experimental data �Ma�0.4� were
curve fitted and a correlation for the Poiseuille number and the
Mach number was proposed. Morini et al. �19� compared three
different methods to calculate the friction factor for incompress-
ible and compressible flows and analyzed the limitations and ad-
vantages of each method. Tang et al. �20� studied the gas flow in
rectangular microchannels and microtubes experimentally. A cor-
relation was proposed for the evaluation of the compressibility
effect �Ma�0.4�.

The rarefaction and compressibility effects always act simulta-
neously in actual microsystems. Sun and Faghri �21� simulated the
gas flow in microchannels with both rarefaction and compressibil-
ity effects using the direct simulation Monte Carlo �DSMC�
method. They concluded that the compressibility effect dominated
at large Reynolds number and the rarefaction effect dominated at
small Reynolds number. Jain and Lin �22� simulated the gas flow
in microchannels for a range of inlet conditions. The results
showed that the friction factor might be larger than that for
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conventional-scale channels when the inlet Mach number and
Reynolds number were large while the friction factor might be
less than the conventional value for small inlet Mach number and
Reynolds number. Because rarefaction and compressibility effects
contrast each other, the scatter of the friction factor data for gas-
eous flows may be large and the study of the combined effects is
important. To our best knowledge, the only relevant study on the
friction factor correlation by considering the combined effects of
rarefaction and compressibility is by Hong et al. �23� who pro-
posed that the friction factor correlations for gas flow in slip flow
regime as a function of Mach number and Knudsen number. First-
order slip boundary condition was employed in their study. How-
ever, the range of Knudsen number was very small �0.0035
�Kn�0.0175� by considering the applicability of the first-order
slip boundary condition and the tangential momentum accommo-
dation coefficient was assumed to be unity in their study. Barber
and Emerson �12� summarized different first-order and second-
order slip boundary and used a generalized second-order slip for-
mulation for analysis.

In this paper, generalized second-order slip formulation is used
for the analysis of combined effects of rarefaction and compress-
ibility for gas flow in microchannels and microtubes. There is no
assumption of the tangential momentum accommodation coeffi-
cient. General correlations for Poiseuille number, Knudsen num-
ber, and Mach number are proposed. It is expected that these
correlations could be easily extended to other slip boundary con-
ditions with the development of more accurate slip model. The
aim of this paper is to provide some fundamental insight into the
friction factor for gas flow in microchannels and microtubes.

2 Governing Equations
The schematic microchannel or microtube is shown in Fig. 1.

Inlet and outlet pressures pin and pe are given. The wall tempera-
ture is isothermal and which is equal to the fluid temperature at
the inlet, which is fixed at 300 K. Nitrogen gas is employed with
a specific heat ratio �=1.4, a Prandtl number Pr=0.7, a viscosity
coefficient �=1.77�10−5 Pa s, a specific heat capacity cp
=1040 J/�kg K�, and a gas constant R=297 J/�kg K�. The gov-
erning equations �24� can be expressed as follows:

div��U� = 0 �1�

div��Uu� = −
�p

�x1
+ div��gradu� +

�

3

�

�x1
�divU� �2�

div��Uv� = −
�p

�x2
+ div��gradv� +

�

3

�

�x2
�divU� �3�

div��UT� = div� k

cp
gradT� +

1

cp
�u

�p

�x1
+ v

�p

�x2
� + � �4�

For microchannels x1=x and x2=y, u is the velocity along the
x-direction, v is the velocity along the y-direction, and

� =
�
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�2�� �u
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For microtubes x1=x and x2=r, u is the velocity along the

x-direction, v is the velocity along the r-direction, and
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��x2v�
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The equation of state for the ideal gas can be expressed as

p = �RT �5�

According to the Maxwell’s slip flow theory, the gas velocity at
the wall is not equal to the wall velocity. At the wall, the normal
velocity is equal to zero and the tangential velocity is equal to the
slip velocity �12�, which was defined as

uslip = 	2 − �

�
�

�u

�n
	

wall
+ 	�3 + j

4
�� �

�T
� �T

�x1
	

w

�6�

where n is the inner normal direction of the wall and j is the
rotational freedom. For nitrogen gas, the translational freedom is 3
and the rotational freedom is 2. The second item of Eq. �6� indi-
cates the effect of thermal creep. The wall is isothermal for this
study so the item is not considered in this study. A similar expres-
sion was derived to describe the temperature jump at the solid-gas
interface �12�

Tslip = 	2 − �T

�T
� 2�

� + 1
� �

Pr

�T

�n
	

wall

�7�

Equations �6� and �7� are the standard first-order velocity slip
and temperature jump boundary conditions, respectively. During
these years, many second-order velocity slip boundary conditions
were proposed and the general expression for microchannels and
microtubes �12� can be written as

uslip = 	A1�
�u

�n
	

wall
− 	A2�2 �2u

�n2	
wall

�8�

In some papers, such as Ewart et al. �11�, the second-order veloc-
ity slip boundary condition for microtubes is written as

uslip = 	A1��
�u

�n
	

wall
− 	A2��

21

n

�

�n
�n

�u

�n
�	

wall
�9�

where � is the mean free path of the gas and � is the tangential
momentum accommodation coefficient. �T is the thermal accom-
modation coefficient and it is assumed to be the unity in this
study. A1 and A2 are the first-order and second-order slip coeffi-
cients, respectively, and the effect of tangential momentum ac-
commodation coefficient is combined into these slip coefficients.
In this paper, Eq. �8� is used as the general expression of velocity
slip boundary condition and coefficients of Eq. �9� is converted
into that of Eq. �8�.

The boundary conditions of this problem are summarized as
follows: inlet is p= pin and Tin=300 K, outlet is p= pe, symmetry
plane is �u /�x2=0, and wall is u=uslip, T=Tslip, v=0, and Tw
=300 K.

The velocity at the inlet is first assumed at the start of the
numerical simulation and a pressure at the inlet can be obtained
through a round of numerical calculation and the inlet velocity is
then updated according to the actual inlet pressure pin. Finally, the
velocity field in the channel will be steady.Fig. 1 Sketch of the microchannel and the microtube
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The average values over the cross section of the microchannel
are defined as

ū =
1

2H
−H

H

udx2, �̄ =
�−H

H �udx2

�−H
H udx2

, T̄ =
�−H

H �uTdx2

�−H
H �udx2

�10�

while the average values over the cross section of the microtube
are defined as

ū =
1

	H2

0

H

u · 2	x2dx2, �̄ =
�0

H�u · 2	x2dx2

�0
Hu · 2	x2dx2

,

T̄ =
�0

H�uT · 2	x2dx2

�0
H�u · 2	x2dx2

�10a�

Some dimensionless parameters are defined as

Kn =
�

2H
, Re =

�̄ūDh

�
, Ma =

ū

��RT̄
, f =

4 · � · �u/�x2wall

�̄ū2/2

�11�

where Dh is the hydraulic diameter. Dh=4H for microchannels
and Dh=2H for microtubes.

The control volume scheme is adopted to solve the compress-
ible momentum and energy equations. The pressure and velocity
are linked by the SIMPLE algorithm developed by Patankar �25�.
The solution domain is confined to the upper half of the micro-
channel or microtube because of the symmetry.

The Poiseuille number �Po�, defined as the product of friction
factor �f� and Reynolds number �Re�, is usually used to describe
the characteristics of laminar flow. The Poiseuille number for
compressible gas flow in a microtube with length to diameter ratio
of 100 is examined to investigate the effect of mesh size. For the
same value of Mach number �Ma=0.3�, Poiseuille numbers for
different mesh sizes are presented in Table 1. Several combina-
tions of mesh numbers are tested. These meshes are distributed in
a uniform manner. It can be seen from Table 1 that the difference
in the Poiseuille number between very fine meshes �200�500�
and fine meshes �150�300� is 0.52%. Considering the computing
time, fine meshes �150�300� are used in the present work.

3 Results and Discussion

3.1 Rarefaction Effect. Previous researchers �1–3� solved the
incompressible fully developed flows with the first-order slip
boundary condition. Here, we solve the incompressible fully de-
veloped flows with the second-order slip boundary condition. The
momentum equation is shown as follows:

div��gradu� =
�p

�x1
�12�

Combining with the slip boundary conditions �Eq. �8��, the ve-
locity distribution can be obtained as

u =
Dh

2

32�

dp

dx1
�� x2

H
�2

− 1 − 4A1 · Kn − 8A2 · Kn2� �13�

for microchannels and

u =
Dh

2

16�

dp

dx1
�� x2

H
�2

− 1 − 4A1 · Kn − 8A2 · Kn2� �13a�

for microtubes.
The average velocity is

ū =
Dh

2

48�

dp

dx1
�− 1 − 6A1 · Kn − 12A2 · Kn2� �14�

for microchannels and

ū =
Dh

2

32�

dp

dx1
�− 1 − 8A1 · Kn − 16A2 · Kn2� �14a�

for microtubes.
Hence, the local Poiseuille number is

Po =

−
dp

dx1
· Dh

�̄ū2/2
·

�̄ūDh

�
=

−
dp

dx1
· Dh

2

� · ū/2
=

96

1 + 6A1 · Kn + 12A2 · Kn2

�15�
for microchannels and

Po =

−
dp

dx1
· Dh

�̄ū2/2
·

�̄ūDh

�
=

−
dp

dx1
· Dh

2

� · ū/2
=

64

1 + 8A1 · Kn + 16A2 · Kn2

�15a�
for microtubes.

The effect of rarefaction on the Poiseuille number can be mea-
sured by the ratio of Poiseuille number for microchannels and
microtubes to that for conventional-scale channels and tubes,
which is

Cslip =
Poincomp,slip

Poincomp,noslip
=

1

1 + 6A1 · Kn + 12A2 · Kn2 �16�

for microchannels and

Cslip =
Poincomp,slip

Poincomp,noslip
=

1

1 + 8A1 · Kn + 16A2 · Kn2 �16a�

for microtubes. It is called the rarefaction factor in this paper.
Figure 2 shows the rarefaction factor for different slip models

based on Eqs. �16� and �16a�. As seen from the figure, the value of
the rarefaction factor is equal to unity when the Knudsen number
is zero and this means that the Poiseuille number equals that for
incompressible no-slip flow. The value of the rarefaction factor

Table 1 Effect of mesh size on Poiseuille number „Ma=0.3…

Mesh size Po
Deviation

�%�

50�300 69.634 1.31
100�300 69.887 0.95
150�200 70.108 0.64
150�300 70.193 0.52
150�500 70.265 0.42
200�300 70.478 0.11
200�500 70.559 0 Fig. 2 Effect of rarefaction for various slip models „Cslip

=Poincomp,slip/Poincomp,noslip…
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decreases with the increment of the Knudsen number and it varies
significantly for different slip models, which indicates the discrep-
ancy of rarefaction effect for different slip models. We can see
from the figure that the value of Cslip for the first-order slip bound-
ary condition �A2=0� is larger than those for second-order slip
boundary conditions. A large value of Cslip means a small slip
velocity. The result indicates that the slip velocity predicted by the
first-order velocity slip boundary condition �A2=0� is less than
that predicted by other second-order velocity slip boundary con-
ditions in the figure. There is no consensus on the slip coefficients
due to lack of accurate experimental data. Hence, correlations in
present study are based on the general form of slip boundary
condition �Eq. �8��.

3.2 Compressibility Effect. The compressibility effect must
be taken into account for gas flow in microchannels and micro-
tubes. For gas flow in conventional-scale channels, the Mach
number is typically used to characterize the flow. Therefore, the
relationship between the Poiseuille number and the Mach number
is first investigated in this work to evaluate the compressibility
effect for no-slip flow. Because gas flow in microchannel is
often subsonic �the Mach number in open literature is usually
less than 0.5�, the Mach number in present study is less than
0.5. Here, we define a so called compressibility factor Ccomp
=Pocomp,noslip /Poincomp,noslip to measure the compressibility effect.
The larger the value of the compressibility factor, the greater the
influence of compressibility. Figure 3 shows the effect of the
Mach number on the compressibility factor. As seen from the
figure, the compressibility factor increases with the Mach number.
This is because the compressibility effect makes the velocity pro-
file much flatter than that for incompressible flow and the velocity
gradient near the wall increases �as shown in Fig. 4�. So, for the
same value of Reynolds number, the friction factor for compress-
ible flow is larger than that for incompressible flow according to
the definition of friction factor �Eq. �11��. Correlations and experi-
mental data in open literature �8,14–18,20,26� are compared with

present numerical results in Fig. 3 and the agreement is well.
Present numerical results are curve fitted and exponential correla-
tions are obtained as

Ccomp = 0.009e�Ma/0.167� + 0.991 �17�
for microchannels and

Ccomp = 0.016e�Ma/0.169� + 0.984 �17a�
for microtubes.

For flows under the second-order slip boundary condition, the
second-order velocity derivative near the wall will influence the
slip velocity. As analyzed above, the velocity profile becomes flat-
ter for compressible flow than that for incompressible flow and
which implies the increment of the second-order velocity deriva-
tive. A dimensionless second-order velocity derivative is defined
as

Cderi = �	 �2u

�x2
2	

wall
�

comp
��	 �2u

�x2
2	

wall
�

incomp

�18�

Figure 5 depicts the distribution of the dimensionless second-
order velocity derivative Cderi. As can be observed, Cderi increases
dramatically with the increasing Mach number. The numerical re-
sults are curve fitted and exponential correlations are obtained as

Microchannel:Cderi = 0.032e�Ma/0.151� + 0.968 �19�

Microtube:Cderi = 0.068e�Ma/0.149� + 0.932 �19a�

3.3 Combined Effects of Rarefaction and Compressibility.
For the gas flow in an actual microchannel or microtube, the
Knudsen number and the Mach number vary along the channel, it
is difficult to obtain the relationship between the Poiseuille num-

Fig. 3 Comparison of reduced Poiseuille number „Ccomp
=Pocomp,noslip/Poincomp,noslip… with available results „effect of
compressibility, „a… microchannel, and „b… microtube…

Fig. 4 Comparison of dimensionless velocity profile of com-
pressible and incompressible flow

Fig. 5 Second-order velocity derivative for compressible flow
„Cderi= „�2u /�x2

2
…wall,comp/ „�2u /�x2

2
…wall,incomp, which indicates the

enhancement of the second-order velocity derivative due to
compressibility…
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ber and the Mach number for a given Knudsen number. Numerical
simulation of Navier–Stokes equations can easily control the slip
velocity for a given Knudsen number. Therefore, the combined
effects of rarefaction and compressibility can be obtained for sev-
eral specified Knudsen numbers.

Figure 6 shows the reduced Poiseuille number Ccomp,slip
=Pocomp,slip /Poincomp,noslip for three Knudsen numbers �Kn=0.01,
0.05, and 0.1�. Ccomp,slip reflects the combined effects of rarefac-
tion and compressibility. It can be seen that Ccomp,slip increases
with the increasing Mach number for all the three Knudsen num-
bers and Ccomp,slip decreases with the increasing Knudsen number.

Many researchers proposed several higher-order slip boundary
conditions to extend the applicability of Navier–Stokes equations.
Four second-order slip boundary conditions proposed by Sree-
kanth �10�, Ewart et al. �11�, Cercignani and Daneri �27�, and Hsia
and Domoto �28� are employed here. As shown in Fig. 6, Ccomp,slip
for different slip boundary conditions are apparently different
from each other. For example, for gas flow in microtubes, when
the Mach number is 0.5 and the Knudsen number is 0.1, the value
of Ccomp,slip is 0.434 for the slip model proposed by Ewart et al.
�11� while it is 0.547 for the slip model proposed by Sreekanth
�10� and 0.6 for the first-order slip boundary condition. The results
indicate that developing an accurate slip boundary condition is of
great importance.

As demonstrated above, the compressibility effect increases the
dimensionless velocity gradient near the wall and increases the
Poiseuille number. On the other hand, the rarefaction effect leads
to a velocity slip at the wall and decreases the velocity gradient
near the wall and thus decreases the friction factor. As seen from
the expression of the slip velocity �Eq. �8��, the slip velocity de-
pends on the first-order and second-order velocity derivative near
the wall. As analyzed above, the compressibility effect changes
the velocity derivative near the wall and thus will change the slip
velocity. This means that the rarefaction and compressibility effect
interact and the rarefaction effect for compressible flow will be
different from that of incompressible flow.

For the combined effects of rarefaction and compressibility,
there are two extreme cases.

�1� The rarefaction is negligible, Kn=0, so the Poiseuille num-
ber should be Po=Po0 ·Ccomp.

�2� The compressibility is negligible, Ma=0, Ccomp=1.0, and
Cderi=1.0, so the Poiseuille number should be Po
=Po0 ·Cslip.

Po0 denotes the Poiseuille number for channels and tubes with
conventional scale. The value of Po0 is equal to 96 for channels
and which is equal to 64 for tubes.

According to the analysis above, we propose a correlation to
predict the combined effects of rarefaction and compressibility as
follows:

Po = Po0 · Cslip · Ccomp ·
1 + C1 · A1Kn + C2 · A2Kn2

1 + C1 · A1CcompKn + C2 · A2CderiKn2

�20�

where C1 and C2 are constants and they can be obtained according
to the numerical results. Ccomp and Cderi indicate the variation in
the first-order and second-order velocity derivative due to the
compressibility and the effect of this variation in the Poiseuille
number is measured by the form of Eq. �20� in this paper. Accord-
ing to numerical results as shown in Fig. 6, constants in Eq. �20�
can be obtained as C1=14.28, C2=13.99 for microchannels and
C1=21.7, C2=19.36 for microtubes. The average and maximum
square deviation between the correlation and the numerical results
is 0.42% and 4.19%. In fact, the expression as shown in Eq. �20�
with factors obtained here �C1=14.28, C2=13.99 for microchan-
nels and C1=21.7, C2=19.36 for microtubes� is applicable for
many other second-order slip boundary conditions because the
general form of second-order slip boundary condition �Eq. �8�� is
used for analysis in this study. The form of Eq. �20� is expected to
be suitable for many other geometric configuration and the only
correction needed is the value of C1 and C2.

The fourth item at the right hand side of Eq. �20� indicates the
effect of compressibility on the slip velocity. CcompKn denotes the
equivalent Knudsen number caused by the change in first-order
velocity derivative and CderiKn2 denotes the change in second-
order slip velocity caused by the change in second-order velocity
derivative. The general effect of compressibility on the slip veloc-
ity can be measured by Ccomp,slip / �Cslip ·Ccomp� and it is shown in
Fig. 7. As shown in the figure, the value of Ccomp,slip / �Cslip ·Ccomp�
is less than 1.0 and this indicates that the compressibility causes
an additional slip velocity and decreases the friction factor.

In Sec. 3.4, we simulate a special case and compare the predic-
tion of correlations.

3.4 Prediction of Special Cases. In Sec. 3.3, we proposed
correlations of friction factor �Eq. �20�� according to the numeri-
cal data as shown in Fig. 6. The data are obtained by numerical
simulation for several specific Knudsen numbers �Kn=0.01, 0.05,
0.1�. Here, we simulate actual gas flows in a microchannel and a
microtube. The Knudsen number and the Mach number vary
along the channel and so does the friction factor. Correlations in
previous sections are used to predict the distribution of the friction
factor. Gas flows in a microchannel and a microtube in the slip
regime are simulated and the distributions of Poiseuille number
are presented in Fig. 8. The second-order slip boundary condition
proposed by Cercignani and Daneri �27� �A1=1.1466, A2
=0.9756� is used for flow in the microchannel and that proposed
by Ewart et al. �11� �A1=1.49, A2=0.816� is used for flow in the
microtube. For the flow in the microchannel, the Knudsen number
increases from 0.0038 at the inlet to 0.017 at the outlet and the
Mach number increases from 0.089 to 0.41. For the flow in the
microtube, the Knudsen number increases from 0.0023 at the inlet
to 0.013 at the outlet and the Mach number increases from 0.058
to 0.31. Three correlations considering only the rarefaction effect,
only the compressibility effect and combined effects of rarefac-
tion, and the compressibility are presented in the figure for com-

Fig. 6 Combined effects of rarefaction and compressibility
under various slip boundary conditions „Ccomp,slip
=Pocomp,slip/Poincomp,noslip, „a… microchannel, and „b… microtube…
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parison. As seen from the figure, predictions of Poiseuille number
considering rarefaction or compressibility effect separately devi-
ate from the numerical results obviously, while the prediction con-
sidering combined effects of rarefaction and compressibility

agrees well with the numerical results except the entrance region.
The effect of the microchannel length-height ratio is also tested in
the relative large outlet Kn number �Kn�0.1�. Four length-height
ratios are tested �5, 10, 50, and 100�. Results are shown in Fig. 9.
We can see that the prediction of Eq. �20� is very well for all the
four cases. Although constants C1 and C2 in Eq. �20� are obtained
from numerical results in Fig. 6, the expression �Eq. �20�� is also
suitable for any other second-order slip models in the form of Eq.
�8�. In order to validate the expression, Poiseuille number along
the microchannel calculated for three second-order slip boundary
conditions by Schamberg �29�, Hadjiconstantinou �30�, and Mau-
rer et al. �31� are predicted by Eq. �20�. As shown in Fig. 10,
symbols denote numerical results and lines denote predictions of
Eq. �20�, expression �Eq. �20�� predicts the distribution of Poi-
seuille number along the microchannel very well with the maxi-
mum deviation of 0.32% near the entrance of the microchannel.
Hence, for microchannels and microtubes, expression as shown in
Eq. �20� can predict the distribution of friction factor under
second-order slip boundary condition in the form of Eq. �8�.

4 Concluding Remarks
Numerical simulations of gas flow in microchannels and micro-

tubes are conducted to study the combined effects of rarefaction
and compressibility on the friction factor. The rarefaction effect is
measured by the Knudsen number and the compressibility effect is
measured by the Mach number. The first-order and second-order
velocity derivative increases due to the compressibility effect and

Fig. 9 Prediction of Poiseuille number along microchannels
with different length-height ratios. „second-order slip boundary
condition is used for A1=1.1466 and A2=0.9756—the symbols
denote the numerical results and the lines denote the predic-
tions of Eq. „20……

Fig. 10 Prediction of Poiseuille number along a microchannel
under three second-order slip boundary conditions „the sym-
bols denote the numerical results and the lines denote the pre-
dictions of Eq. „20……

Fig. 7 Combined effects of rarefaction and compressibility
„Ccomp,slip/ „Cslip·Ccomp… indicates the effect of velocity derivative
on the slip velocity, „a… microchannel, and „b… microtube…

Fig. 8 Prediction of Poiseuille number for a special case
„Ccomp indicates the effect of compressibility, Cslip indicates the
effect of rarefaction, and Ccomp,slip indicates the combined ef-
fects of rarefaction and compressibility, „a… microchannel, and
„b… microtube…
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this increasing velocity derivative leads to the change in slip ve-
locity. Results indicate that the combined effects of rarefaction
and compressibility on the friction factor for slip flow are weaker
than the product of rarefaction factor for incompressible flow and
compressibility factor for no-slip flow and the combined effects of
rarefaction and compressibility for different slip boundary condi-
tions are different from each other. General correlations are pro-
posed to measure the combined effects of rarefaction and com-
pressibility for gas flow in microchannels and microtubes.
Correlations are applicable for various first-order and second-
order slip boundary conditions. With the development of the
second-order slip boundary condition, the correlation may be ex-
tended to transition flow regime and be suitable for various geo-
metric configurations.
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Nomenclature
A1 
 first-order slip coefficient
A2 
 second-order slip coefficient
cp 
 specific heat capacity, J/�kg K�

Cderi 
 dimensionless second-order velocity derivative
is ��2u /�x2

2�wall,comp / ��2u /�x2
2�wall,incomp

Cslip 
 reduced Poiseuille number is
Poincomp,slip /Poincomp,noslip

Ccomp 
 reduced Poiseuille number is
Pocomp,noslip /Poincomp,noslip

Ccomp,slip 
 reduced Poiseuille number is
Pocomp,slip /Poincomp,noslip

Dh 
 hydraulic diameter, m
f 
 friction factor

H 
 half of height of microchannels or radius of
microtubes

j 
 number of freedom inside gas molecules
Kn 
 Knudsen number

L 
 length of microchannel or microtube, m
Ma 
 Mach number

p 
 gas pressure, Pa
Po 
 Poiseuille number
Pr 
 Prandtl number
R 
 gas constant

Re 
 Reynolds number
T 
 temperature, K
u 
 streamwise velocity, m/s
v 
 velocity in normal direction of wall, m/s

x1 
 streamwise coordinate, m
x2 
 coordinate in normal direction of wall, m

Greek Symbols
� 
 source of energy equation
� 
 specific heat ratio
� 
 thermal conductivity, W / �m K�
� 
 gas mean free path, m
� 
 viscosity coefficient, Pa s
� 
 gas density, kg /m3

� 
 tangential momentum accommodation
coefficient

�T 
 thermal accommodation coefficient

Subscripts
comp 
 value for compressible flow

incomp 
 value for incompressible flow
noslip 
 value for no-slip flow

slip 
 value for slip flow
wall 
 value near wall
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Experimental Investigation of
Vortex-Induced Vibration in One
and Two Dimensions With
Variable Mass, Damping, and
Reynolds Number
Measurements are made of vortex-induced vibration of an elastically supported circular
cylinder in water with reduced velocity �U / fnD� from 2 to 12, damping factors ��� from
0.2% to 40% of critical damping, mass ratios �m /�D2� from � /2 to � /17, and trans-
verse, inline, and combined inline and transverse motions at Reynolds numbers up to
150,000. Effects of mass, damping, Reynolds number, and strakes on vortex-induced
vibration amplitude, frequency, entrainment, and drag are reported.
�DOI: 10.1115/1.3222904�

1 Introduction
It is well known that vortex shedding induces vibration of elas-

tic cylinders in cross flow and that feedback from cylinder motion
affects the shedding process �1–11�. Studies visualized the vortex
street wake at low Reynolds numbers �12–16�. This paper, how-
ever, is devoted to the measurement of elastic cylinder response to
vortex shedding. Recent experimental studies of vortex-induced
vibration include Laneville �17�, Sanchis et al. �18�, Carberry and
Sheridan �19�, Govardhan and Williamson �20�, Klamo et al. �21�,
and Jauvtis and Williamson �22�. The present experiment covers a
larger Reynolds number range of 170–150,000 and develops a
larger systematic database for one-dimensional and two-
dimensional cylinder response amplitude, frequency, and drag.
Damping factor was varied from 0.2% to 40% and mass ratio was
varied by a factor of 10. The lowest mass cylinder is neutrally
buoyant. The effectiveness of six strake configurations is reported.

2 Description of the Experiment
The experiments were made with water flow in the stratified

flow channel at the Scripps Institution of Oceanography in La
Jolla, CA. The flow channel is 1.12 m wide and 1.13 m deep. The
working test section is 16 m long and has a maximum velocity of
1.25 m/s. At 1 m/s at the midsection where the experiments were
performed, the root-mean-square turbulence of axial velocity was
1% above 0.2 Hz and 2% at lower frequencies where the unsteadi-
ness is associated with surface waves. The vertical profile of axial
velocity was flat to within 4%. Tests in Figs. 2, 4, 7, and 8 were
made with a 6.35 cm �2.5 in.� outside diameter aluminum tube
whose surface was sanded with 220 grit sand paper to give an
average roughness divided by cylinder diameter of 10−5, which is
smooth to touch but not polished, and a mass ratio within 2% of
m /�D2=5.02 except as noted. The cylinder pierces the water sur-
face. Its long 17.8 diameter span in the water flow minimizes the
influence of surface effects on the results. Its Reynolds number
�UD /�� is 30,000 at the response peaks in Fig. 2. Additional tests

were made with cylinders diameters from 0.305 cm to 12.7 cm
�Table 1, Figs. 3, 5, 6, 9, and 10� at Reynolds numbers between
170 and 150,000.

The objective of the experimental design was to replicate, as far
as practical, an ideal two-dimensional spring-supported rigid cyl-
inder that displaces perpendicular to its axis. As shown in Fig. 1,
the cylinder is rigidly mounted to a square frame that is suspended
by four parallel bars from an overhead platform. Flexures at the
ends of the bars allow four diameters of elastic inline �x� and
transverse �y� motion while maintaining the cylinder vertical and
perpendicular to the water surface. Lateral �x and y� stiffness is
controlled by coil springs at the corners of the frame. As the
cylinder displaces laterally �x or y� 6.35 cm �1 diameter�, the
suspended frame moves vertically �z� 1.2 mm, 1.9% of cylinder
diameter, and 0.1% of the submerged span. The small vertical �z�
motion is felt to have negligible effect. By adding or subtracting
mass to the frame, the cylinder mass is changed.

Damping proportional to cylinder velocity is achieved with a
magnet on the frame that reacts with a fixed contoured copper
plate through an air gap. By changing the air gap, damping of the
suspended cylinder can be adjusted from 0.2% to 40%.

The structural bending and torsional natural frequencies are
above the shedding frequency, minimizing their participation in
the suspensions’ fundamental lateral natural frequency fn near
1 Hz �1.203 Hz in Fig. 2 and 1.18 Hz in Fig. 7�. A 3.4 m steel
tether restrains the frame from moving down stream under drag
loads for tests with one-dimensional transverse motion. One di-
ameter of transverse �y� motion is 1.06 deg of arc and it produces
0.59 mm inline �x� motion, which is 0.9% of cylinder diameter.
Halving the tether length did not perceptibly change cylinder mo-
tions. To allow both transverse and inline motions, the steel tether
was replaced with a rubber tether whose stiffness was less than
1/100 of a frame coil spring. The upstream end of the tether was
wound on a drum to maintain mean cylinder position and suspen-
sion spring geometry as flow velocity increased. Drag was mea-
sured by a load cell between the tether and the frame and cor-
rected for suspension stiffness and cylinder buoyancy. See Fig. 1.

Inline and transverse positions of the cylinder were measured
optically with an accuracy of 0.1 mm by Acquity™ laser displace-
ment sensors and digitally recorded every 1/100 s for 100 s. Time
histories were analyzed statistically.
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3 Test Results
Steady-state response of the elastically supported cylinder was

measured at flow velocities in approximately 1 cm/s steps at six
values of damping, �0.2%, 2%, 5%, 10%, 20%, and 40%� for
transverse-only �y�, inline only �x�, and both transverse and inline
�x and y� motions. Structural �i.e., magnetic� damping � was mea-
sured in decay tests with a dry cylinder weighted to simulate the
cylinder added mass in still water, which was consistent with Van-
diver �23�, Skop �24�, and Khalak and Williamson �6�. The char-
acteristic transverse amplitude Ay was chosen statistically to be
the third largest amplitude �one-half peak-to-peak displacement�
in a sample of 100 transverse oscillation to be suitable for fatigue
damage calculations; there is a 90% confidence that the third larg-
est event will be exceeded by 95% �25�. Reduced velocity U / fnD
is freestream channel velocity U divided by cylinder diameter D
multiplied by still water natural frequency fn. The cylinder mass
per unit length m is the sum of the cylinder �dry� mass, still water
added mass, and suspended frame mass divided by the wetted
length of the cylinder.

3.1 Transverse Response and Entrainment. The 6.35 cm
diameter cylinder with m /�D2=5.02 was mechanically restrained
to move transverse �y� to the freestream channel flow. Its ampli-
tude, frequency, and drag coefficients are given in Fig. 2 as func-
tion of reduced velocity U / fnD where fn=1.203 Hz and damping.
Large amplitude sinusoidal responses begin near U / fnD=1 /St,
that is, fn� fs. Figure 2, shows that a factor of 10 increase in
damping from �=0.002 to 0.02, produces only about 15% de-
crease in maximum amplitude from about 1.15 D to 1 D, suggest-
ing high amplitudes are self limiting. But a further factor of 10
increase in damping from �=0.02 to 0.20 proportionately, reduces
the maximum amplitude from one to one-tenth diameter, which
suggests a linear forced vibration model is appropriate at low
amplitudes �26�. Figure 2 is consistent with plots by Feng �27� in
air and with Klamo et al. �21� and Govardhan and Williamson
�20� but it includes drag coefficient, frequency, and larger ranges
of amplitude and damping. Figure 2 shows the drag on an excited
cylinder with 1 diameter amplitude is three times that of the sta-
tionary cylinder, which is in agreement with Sarpkaya �4,5�.

Tests in Fig. 3 were made with four cylinder mass ratios with
the same reduced damping.

Reduced damping 2m�2��� /�D2 1.24 1.24 1.24 1.24
Diameter, cm 6.35 6.35 6.35 10.16
Mass ratio m /�D2 2.80 5.01 17.1 1.57
Damping factor � 0.035 0.02 0.0058 0.063
Maximum amplitude, diameter 1.048 1.017 1.049 1.028
Entrainment �U / fnD�2 / �UfnD�1 1.9 1.47 1.3 3.6

The maximum amplitudes are nearly identical and they occur at
nearly the same reduced velocity despite the fact that damping and

Table 1 Measured maximum transverse amplitude as a func-
tion of Reynolds number, surface roughness, and damping
m /�D2=5.02

D
�cm� k /D � UD /� Ay /D

0.305 0.0001 0.006 204 0.48
0.794 0.00001 0.002 418 0.60
1.59 0.00001 0.002 1170 0.68
3.49 0.00001 0.002 4020 0.82
3.49 0.00001 0.002 10,300 1.03
6.35 0.00001 0.002 29,300 1.17

12.7 0.00001 0.002 67,400 1.29
12.7 0.00001 0.002 139,100 1.75
12.7 0.005 0.002 132,500 1.09

0.305 0.0001 0.02 204 0.37
0.794 0.00001 0.02 418 0.45
1.59 0.00001 0.02 1300 0.62
3.49 0.00001 0.02 4020 0.70
3.49 0.00001 0.02 10,600 0.83
6.35 0.00001 0.02 28,300 1.02

12.7 0.00001 0.02 63,400 1.13
12.7 0.00001 0.02 127,000 1.49
12.7 0.005 0.02 136,700 0.76

Fig. 1 Test cylinder and experimental apparatus. Y is out of
plane.

Fig. 2 One-dimensional transverse-only motion amplitude,
frequency, and drag for six levels of damping, m /�D2=5.02 and
D=6.35 cm
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mass change by a factor of 10. This suggests that transverse-only
maximum amplitude is a function of reduced damping
�8,20–24,26,28� at constant Re.

Figure 4 has time histories of cylinder displacement. For small
amplitude, less than about 0.1–0.2 diameters, the cylinder dis-
placement time histories are irregular, amplitude and frequency
vary, and both the cylinder shedding frequency and the cylinder

natural frequency appear in the response. For example, the higher
amplitude cycles in Fig. 4�a� have lower frequencies �larger dis-
tance between peaks� than the lower cycles. At one diameter am-
plitude, the cylinder displacement is nearly sinusoidal indicating
that shedding and cylinder are locked-in �entrained or synchro-
nized� to the same frequency.

The entrainment band’s range of large sinusoidal motions of
lightly damped cylinders increases as cylinder mass decreases and
the start of entrainment moves slightly to the left.

U/fnD�2
U/fnD�1

= 0.25 +� m/�D2

m/�D2 − 1.4
�1�

�U / fnD�2 and �U / fnD�1�1 /St are the upper and lower intercepts
of the data in Fig. 3 at Ay /D=0.4. Infinite entrainment is predicted
at m /�D2�1.4, similar to the predictions of Williamson and co-
workers �29,30�, which yields m /�D2=1.29. Figure 3 shows that
the frequency of the high mass cylinder m /�D2=17.5 entrains to
the cylinder natural frequency f � fn, but the vibration frequency f
of light, m /�D2=2.8,1.57, cylinders continually increases across
the entrainment band f �0.6 StU /D with increasing velocity. Fig-
ure 3 is consistent with plots in �6� but Fig. 3 includes the prac-
tically important neutrally buoyant m /�D2=1.57 case and higher
Reynolds numbers.

3.2 Reynolds Number. Tests were made with cylinder diam-
eters between 0.305 mm and 12.7 cm �0.12 in. and 5 in.� with
m /�D2=5.02 at flow velocities between 6 cm/s and 125 cm/s
corresponding to Reynolds numbers �UD /�� between 170 and
150,000, respectively. Figure 5, with �=0.02, and Table 1 show
transverse motion maximum amplitude increases with an increas-
ing Reynolds number between 200 and 100,000, which is in
agreement with Ref. �20�. The maximum measured amplitude was
1.75 diameters at a Reynolds number of 139,000. However, at
Reynolds number 1.2�105 the amplitude of a rough surface cyl-
inder �roughness /diameter=0.005� drops by a factor of 2 from
that of a smooth cylinder, probably owing to boundary layer tran-
sition �31�.

3.3 Inline Response. Tests were made with the cylinder me-
chanically restricted to one degree-of freedom inline �x� motion
only, that is, motion only parallel to the freestream channel flow
m /�D2=3.27, D=6.35 cm, and fn=2.53 Hz. There was no trans-
verse cylinder motion. Figure 6 shows that the cylinder oscillates
inline at or near its still water natural frequency in two inline

������� �����	
�� ����
�

Fig. 3 Transverse cylinder response for four cylinder masses
at constant reduced damping, 2m„2��… /�D2=1.24

Fig. 4 Time histories of vortex-induced cylinder motion. One
degree-of-freedom transverse motion: „a… U / fnD=11.52, �
=0.002, „b… U / fnD=6.15, �=0.05, „c… U / fnD=6.15, �=0.02, and „d…
two degrees-of-freedom U / fnD=8.25, �=0.02.

Fig. 5 Amplitude of transverse cylinder response as a func-
tion of Reynolds number. m /�D2=5.02, �=0.02 m, and
2m„2��… /�D2=1.24. Surface roughness/cylinder diameter
=0.00001 solid symbols and 0.005 open symbols.
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response bands. In the first band, 1.2�U / fnD�3, twice the sta-
tionary cylinder shedding frequency �fs=StU /D� is just below the
cylinder natural frequency �fn�, 2fs� fn. In this band, King �10�
found that two nearly symmetrical vortices are shed per cycle and
they coalesce downstream to form the usual staggered vortex
street pattern. In the second band, 3�U / fnD�4.4, twice the
shedding frequency is just above the natural frequency 2fs� fn.
Looking ahead to Figs. 7–9 and 11, we see that these inline re-
sponse bands reappear with two degrees-of-freedom motion but
the second inline band is a two degrees-of-freedom, as seen in the
figure 8 orbit.

The maximum inline amplitude of 0.12 diameter in Fig. 6 is
about one-tenth of the transverse motion amplitudes in Fig. 5 for
the same damping, which is in agreement with King �10�. Five
percent damping �=0.05 �2m2�� /�D2=2� reduces inline oscilla-
tions to less than 0.02 diameters whereas more than 40% damping
�2m2�� /�D2=30� is required to reduce resonant transverse oscil-
lations to 0.05 diameter amplitude �Fig. 2�.

3.4 Two Degrees-of-Freedom, Transverse and Inline
Response. Tests shown in Figs. 7–11 have free cylinder move-
ment both inline and transverse to the freestream flow. m /�D2

=5.02 except as noted in Figs. 8 and 9. Inline and transverse
stiffness of the cylinder suspension were within 1% of each other.
Unlike the transverse-only response tests in Fig. 2, the two
degrees-of-freedom tests in Figs. 4�d�, 7–9, and 11 have separate
distinct regions of inline motion, transverse motion, and figure 8
orbital motion.

Above 0.7 diameters amplitude the motion is sinusoidal in time,
locked-in to a single frequency, and the two degrees-of-freedom
cylinder orbits in the x−y plane in a wind-blown Fig. 8 with its
tips pointing downstream. The inline frequency is within 10% of
twice the transverse frequency fx�2fy. This figure 8 motion was
observed by Alexander �32�, Staubli �33�, Vandiver and co-
workers �34,35�, Laneville �17�, and Jauvtis and Williamson �22�.

Figure 4�d� is a time history where the cylinder spontaneously
switches between transverse motion with Ay /D=0.7 and figure 8

motion with Ay /D=1.4. The jump velocity depends on whether
velocity is increased or decreased in Fig. 7. Figures 2 and 7 show
that the two degrees-of-freedom figure eight amplitudes are larger

Fig. 6 One degree-of-freedom inline only motion parallel to
the freestream flow. Amplitude and frequency as a function of
damping, m /�D2=3.27.

Fig. 7 Two degrees-of-freedom inline „Ax… and transverse „Ay…

amplitudes, frequency and drag coefficient „CD… for six levels of
damping. m /�D2=5.02. Dashed lines are jump in Fig. 4„d….

Fig. 8 Two degree-of-freedom X−Y orbits of transverse and
inline motion. Velocity increases from left to right,
2m„2��… /�D2=1.24
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than transverse-only amplitudes at the same mass and damping.
Figures 8 and 9 show the inline to transverse ratio Ax /Ay and the
amplitude Ay of Fig. 8 motion are functions of both damping and
mass ratio: In Fig. 9, the maximum two degrees-of-freedom re-
sponse increases and moves to higher velocities with decreasing
cylinder mass at constant reduced damping. The frequency and
amplitude of the curve labeled �=0.002 in Fig. 7 is nearly identi-
cal to Fig. 5 �21� for their higher damping of 0.013 /3.6=0.004,
mass ratio of m /�D2=2.04, and Reynolds numbers presumably of
2000–11,000.

3.5 Strakes. Tests were made with 5%, 7%, and 13% of di-
ameter high helical strakes. They were two complete spiral turns
of three strakes over the 10 diameter �35 in. or 88.9 cm� wetted
length of a 3.5 in. �8.89 cm� diameter cylinder with 0.2% damping
and m /�D2=4.43. The results in Fig. 10 show 5%, 7%, and 13%

of diameter high Strakes, successfully suppresses large amplitude
vortex-induced vibration; the remaining oscillations were small
and irregular. However, when one diameter length of 7% high
strakes was removed �that is, 90% of the cylinder span has strakes
and 10% is bare cylinder� to simulate a local strake defect, then
oscillation amplitude increased by a factor of 4 at the worst ori-
entation. Removing one diameter length of the 10% and 13% high
strakes did not significantly change the cylinder response. This
suggests that the local strake irregularities such as at pipe joints,
strake clamps, access holes, and marine growth impair the effec-
tiveness of low strakes.

4 Guide Lines for Avoidance of Vortex-Induced
Vibration

Often, one wishes to avoid large amplitude vortex-induced vi-
bration by stiffening to avoid the high amplitude entrainment
bands that clearly appear in Figs. 2, 3, 5–7, 9, and 11. The trans-
verse entrainment band lie between reduced velocities Ur1 and
Ur2, Eq. �1�. Entrainment band can be expressed in terms of the
reduced velocity, Ur=U / fnD= �fs / fn� /St, stationary cylinder
shedding frequency fs=StU /D or natural frequency fn.

The entertainment band is between reduced velocities Ur1 and
Ur2.

Ur1 � U/�fnD� � Ur2 �2a�

or equivalently, in terms of shedding frequency

StUr1fn � fs � StUr2fn �2b�

or equivalently, in terms of natural frequency

fs/StUr2 � fn � fs/StUr1 �2c�
Figures 2, 3, 5, 7, 9, and 11 suggest the following entrained

response band limits.

Inline motion is Ur1 = 1/4St Ur2 = 4.5

Fig. 9 Transverse cylinder response with two degree-of-
freedom motion for four cylinder masses at constant reduced
damping, 2m„2��… /�D2=1.24. Compare with Fig. 3.

Fig. 10 Response of straked cylinders, m /�D2=4.4, �=0.002
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Fig. 11 Annotated two-dimensional motion showing regimes
of inline, transverse, and figure 8 motion. �=0.02, m /�D2=5.02.
See orbits in Fig. 8. fs is stationary cylinder shedding frequency
and fn is cylinder natural frequency in still water.
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Transverse motion is Ur1 = 0.9/St, Ur2 = Ur1�Ur2/Ur1�Eq.1�
�3�

For St=0.2 �26� and m /�D2�2.8, this results in entrainment
bands as a function of the stationary cylinder shedding frequency,
as seen in Eq. �2c� and Figs. 3 and 11.

inline is 0.25fn � fs � 0.9fn

transverse is 0.9fn � fs � 2fn �4�

Often, the flow velocity U can vary from zero to a maximum
value Umax where fs max=StUmax /D. To avoid all entrainment
bands from zero to Umax the natural frequency must exceed the
shedding frequency at the band lower limit �Ur1�.

fn 	 fs max/StUr1 = � 4fs max inline

1.1fs max transverse
	 �5�

The inline criterion is governing; however, many designs maybe
able to tolerate the 0.12 D amplitudes �Figs. 6–8 and 11� produced
by inline resonance of lightly damped cylinders.

Figures 2, 3, 6, 7, and 11 show that damping can suppress
cylinder response in the entrainment bands. The required reduced
damping for Ax /D�0.02 is

Inline response suppression: 2m�2���/�D2 � 2 �6a�

and for Ay /D�0.05

Transverse response suppression: 2m�2���/�D2 	 30

�6b�
If the structure is within the entrainment band and has less damp-
ing than indicated by Eqs. �6a� and �6b� then a more detailed
analysis can be applied to determine its amplitude, Eq. 29 of Ref.
�26�, or strakes �Fig. 10� can be applied.

5 Conclusions
Tests have been made of the vortex-induced vibration of an

elastically supported cylinder in water as a function of flow ve-
locity, damping, mass ratio, inline and transverse degrees-of-
freedom, Reynolds number, and strake configuration.

1. At small amplitude below 0.1–0.2 diameters amplitude, the
cylinder displacement time history trace is irregular and un-
steady. The unsteadiness at lower amplitudes seems to be
associated lack of spanwise coherence and unstable shed-
ding at the stationary cylinder shedding frequency and the
cylinder natural frequency; both frequencies appear in the
cylinder response. Above 0.7 diameters amplitude the time
histories are more or less sinusoidal, indicating lock-in �syn-
chronization and/or entrainment� at a single frequency has
occurred between shedding and cylinder motion

2. The entrainment or lock-in band of reduced velocities where
lightly damped cylinders oscillate sinusoidally transverse to
the flow begins near the stationary cylinder shedding reso-
nance �fs=0.9 to 1.0 fn�. Within the band, heavy cylinders
�m /�D2	5� oscillate at or very nearly at the cylinder natu-
ral frequency but light cylinders’ �m /�D2�2.8� frequency
increases with velocity f �0.6 StU /D and 0.9 fn across the
band reaching 50% above the cylinder natural frequency.
Entrainment band width increases as mass ratio decreases
�Eq. �1��.

3. The two degrees-of-freedom cylinder orbits in the x−y plane
in a wind-blown figure 8 with its tips pointing downstream
above about 0.7 diameter amplitude. The inline frequency is
approximately twice the transverse frequency. The inline-to-
transverse amplitude ratio Ax /Ay of the figure 8 and the am-
plitude Ay are a function of both damping and mass ratio
where as transverse-only motion maximum amplitude is a
function of reduced damping alone. Two degrees-of-freedom

motion has a larger velocity entrainment band than
transverse-only motion. There is a hysteresis associated with
the transition from transverse motion to larger amplitude two
degrees-of-freedom figure 8 motion.

4. Maximum resonant amplitude of lightly damped smooth cyl-
inders increased with increasing Reynolds number between
200 and 120,000. At Reynolds number of 120,000, the am-
plitude dropped by a factor of two when the surfaced was
significantly roughened. The measured maximum amplitude
was 1.75 diameters for a smooth two degrees-of-freedom
cylinder at Reynolds number of 139,000.

5. Reduced damping above 2m�2 �� /�D2=30 reduces maxi-
mum transverse resonant cylinder amplitude to 5% of cylin-
der diameter. Reduced damping above 2m�2��� /�D2=2 re-
duces one degree-of-freedom inline resonant vibration to
less than 2% of cylinder diameter.

6. The inline cylinder motion occurs twice the shedding fre-
quency in two adjacent inline bands: 3�U / fnD	1.2 and
4.5�U / fnD	3. In the first band, twice the stationary cyl-
inder shedding frequency �Eq. �1�� is just below the cylinder
still water natural frequency 2fs� fn. In the second band,
twice the shedding frequency is just above the natural fre-
quency 2fs� fn and the cylinder describes a figure 8 when
permitted to have both inline and transverse motion. Maxi-
mum inline amplitudes are one-tenth of transverse motion
amplitudes for 0.002 damping.

7. Continuous 7%, 10%, and 13% high strakes running the full
length of the cylinder are effective suppressors of vortex-
induced vibration but the performance of low strakes is sen-
sitive to local strake defects. Removing strakes from 10% of
the length of a cylinder with 7% high strakes produced about
a factor of four increase in the cylinder amplitude at the
worst orientation. Removing strakes from 10% of the length
of a cylinder of the 10% and 13% high strakes did not sig-
nificantly change the cylinder response.
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Nomenclature
Ay 
 amplitude of vibration, transverse to tube axis

and flow
Ax 
 amplitude of vibration in line with flow

CD 
 drag coefficient, drag force / �1 /2��U2DL,
dimensionless

D 
 cylinder outside diameter
L 
 span of cylinder in water, 112.5 cm �44.3 in.�

typical
Re=UD /� 
 Reynolds number

St 
 Strouhal number for stationary cylinder,
dimensionless

U 
 freestream flow velocity
Ur=U / fnD 
 reduced velocity, dimensionless

f 
 cylinder oscillation frequency, Hz
fo 
 natural frequency in still air, Hz
fn 
 natural frequency in still water, 1.2 Hz typical
fs 
 StU /D stationary cylinder vortex shedding fre-

quency, Hz
fx, fy 
 frequencies of inline and transverse motions,

respectively
m 
 mass of cylinder per unit length of cylinder; still

water added mass and live suspension compo-
nents divided wetted length L of cylinder

m /�D2 
 mass ratio, dimensionless �identical to �� /4��m�

+Ca� of Ref. �6��
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t 
 time
x 
 direction of freestream flow, inline direction
y 
 direction perpendicular to freestream flow,

transverse
z 
 direction along cylinder axis
� 
 fluid mass density; 998.6 kg /m3 �62.343 lb / ft3�

typical
� 
 damping factor in still air with fluid added mass,

�%=100�, dimensionless
� 
 kinematic viscosity. 0.01054 cm2 /s

�1.14�10−5 ft2 /s� typical
�r 
 2m�2��� /�D2 reduced damping based on in-air

damping factor and in-water mass
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Models for Vortex-Induced
Vibration of Cylinders Based on
Measured Forces
This paper develops experimentally based nonlinear models for the vortex shedding
forces on oscillating cylinders. The lift in-phase and out-of-phase with cylinder motion
and mean drag are determined from experiments with cylinder amplitudes from 0.05 cm
to 1.5 cm, and reduced velocities between 2 and 12. The results are reduced to a uniform
grid, tabulated, and applied to prediction of resonant, nonresonant, and time history
vortex-induced vibration. The results are reduced to a uniform grid, tabulated, and ap-
plied to prediction of resonant, nonresonant and time history vortex-induced vibration.
�DOI: 10.1115/1.3222906�

1 Introduction
It is well known that cylinders in steady cross flow shed vorti-

ces that create the periodic vortex street, as shown in Fig. 1 �1�,
and induce vibration of elastic cylinders such as pipelines, ther-
mowells, and stacks �2–5�. However, accurate prediction of
vortex-induced vibration has proved difficult, owing to nonlinear
fluid forces and feedback between the cylinder and the fluid flow
�5–11�. This paper develops experimentally based models for the
forces imposed by the periodic vortex shedding on oscillating cyl-
inders. These are applied to prediction of vortex-induced vibration
of elastic structures in fluid flow.

Figure 2 presents existing measurements for maximum ampli-
tude of lightly damped elastic cylinders �top�, Strouhal number
�middle�, and drag coefficient of stationary cylinders �bottom� as
functions of Reynolds number Re=UD /�, where � is the fluid
kinematic viscosity �6,12–22�. The Strouhal number �St� is the
dimensionless proportionality constant between the vortex shed-
ding frequency �fs� from a stationary cylinder in Hz and the
freestream velocity �U� divided by the cylinder diameter �D� in
the same unit system.

fs = StU/D �1�

It is also the frequency of oscillating lift forces on a stationary
cylinder. The mean drag coefficient is defined as

CDo = FD/��1/2��U2DL� �2�

where FD is the mean drag force, which is the force in the direc-
tion of freestream flow on a cylinder length L in a cross flow
averaged over many vortex shedding cycles, and � is the fluid
density.

Below about Re=5�105, the Strouhal number and drag coef-
ficient for a stationary cylinder are functions of the Reynolds
number. Above about Re=105 they are also functions of the cyl-
inder surface roughness k. Above 5�105, they are nearly inde-
pendent of Reynolds number for rough surface cylinders �14,21�.
Empirical fits have been made to the Strouhal number data for
rough surface stationary cylinders in Fig. 2.

St =�
0.22�1 − 22/Re�, 45 � Re � 1300

0.213 − 0.0248�log10 Re/1300�2 + 0.0095�log10 Re/1300�3

1300 � Re � 5 � 105

0.22, 5 � 105 � Re � 107
�
�3�

The first and last expression are based on Refs. �14,21,22�. The
middle expression is a fit to the data of Norberg �13� between
1300�Re�5�105. Also see Refs. �7,23�.

2 Models for Vortex-Induced Forces on Cylinders
Vortex-induced fluid forces on oscillating cylinders are func-

tions of the cylinder motion. Cylinder vibration, at or near the
shedding frequency with amplitude above about a few percent of
cylinder diameter, increases the strength of the shed vortices and
the spanwise correlation of the wake, and shifts the vortex shed-
ding frequency from the stationary cylinder shedding frequency
�Eq. �1�� toward the cylinder vibration frequency �8–11,24–27�,
which is called lock-in, entrainment, or synchronization. As a re-
sult lift measured on a stationary cylinder is not generally a reli-
able predictor of vortex-induced cylinder motion.

Three models for the time dependent fluid dynamic forces per
unit span on a cylinder in the direction of displacement y�t� are �a�
the oscillating drag model for oscillations in still fluid, �b� lift
coefficient model with forcing at the stationary shedding fre-
quency fs �Eq. �1��, and �c� the two parameter self-excitation
model of Hartlen and Currie �28� and Sarpkaya �29� with in-phase
and out-of-phase forces at cylinder oscillation frequency f .

Fy = − �1/2���ẏ�ẏDCD − ���/4�D2Caÿ, �U = 0� �4a�

Fy = �1/2��U2DCL sin�2�fst + �� �4b�

Fy = �1/2��U2DCmv sin�2�ft� − �1/2��U2DCdv cos�2�ft�
�4c�

The over dot � • � denotes differentiation with respect to time. If the
cylinder motion is harmonic in time with amplitude Ay and fre-
quency f in Hz, that is
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y�t� = Ay sin�2�ft�,
dy

dt
= Ay�2�f�cos�2�ft� ,

�5�
d2y

dt2 = − Ay�2�f�2sin�2�ft�

then there are relationships between the dimensionless force coef-
ficients in Eqs. �4a�–�4c�. These are

Cmv = 2�3� fD

U
	2Ay

D
Ca �6a�

Cdv =
32�

3
�Ay

D

fD

U
	2

CD �6b�

and if the stationary cylinder shedding frequency equals the oscil-
lation frequency fs= f then

CL cos � = Cmv, CL sin � = − Cdv, CL
2 = Cmv

2 + Cdv
2

Cmv = �1 − �StU/fnD�2�CL/
��1 − �StU/fnD�2��2 + �2�nStU/fnD�2

�7�

Cdv = − 2�n�StU/fnD�CL/
��1 − �StU/fnD�2��2 + �2�nStU/fnD�2

The Cdv relationship in Eq. �6b� applies to the first Fourier series
term for oscillating drag �cos 	t�cos 	t��8 /3��cos 	t. The
phase � in Eq. �7� comes from Eq. �19a�. Measured values of Cmv
in the paper are normalized to zero for still water added mass
Ca=1.

Flow visualization experiments �2,25,26� and force and re-
sponse measurements �6,29� show that the vortex wake and the
dimensionless coefficients Ca, CD, Cmv, and Cdv are functions of
Ay /D and StU / fD. Experiments �4,29–37� have measured the
fluid force on cylinders undergoing forced motion in a flow. An
alternate approach is taken here. Ca, CD, Cmv, and Cdv are com-
puted from a test program of natural vortex-induced vibration
�19,38�.

3 Added Mass and Fluid Damping From Free Decay
Measurements

Consider the free decay of a damped elastically supported cyl-
inder �Fig. 3� in a fluid modeled with Eq. �4a�. The equation of
motion of cylinder displacement y�t� is

moÿ + 2mo�o�2�fo�ẏ + mo�2�fo�2y = Fy = − �1/2���ẏ�ẏDCD

− ���/4�D2Caÿ �8�
where structural quantities are on the left, while fluid forces are on
the right, and mo is the dry mass of cylinder per unit length.
Linearization of the nonlinear drag term, as performed earlier,
allows an exact solution for the decaying oscillations with ��1
�39�.

y�t� = Aye
−��2�f�t cos 2�f�1 − �2�1/2t �9a�

� = �o
mo

m

fo

f
+

2

3�

�D2

m

Ay

D
CD, f = fo
 mo

mo + ���/4�D2Ca

�9b�
An elastically suspended cylinder with a diameter of 6.35 cm

�19� was off set and released in an otherwise still water. Measured
amplitudes Ayi �i=1,2 ,3 . . .N� of successive cycles during free
decay were used to determine damping �= �1 / �2�N��ln�Ai /Ai+N�.
The corresponding frequencies f i �i=1,2 ,3 . . .N� are the inverse

Fig. 1 Vortex street behind a stationary cylinder †1‡

Fig. 2 Maximum transverse amplitude of lightly damped elas-
tically supported cylinders, Strouhal number, and drag coeffi-
cient of stationary cylinders as functions of Reynolds number
†6,12,18–22‡. Equations „1…–„3…. At top, 21/2 was used to convert
rms to peak in Ref. †18‡.

Fig. 3 Idealized spring supported damped cylinder
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of the time between successive peaks. These were used with Eq.
�9b� to compute the added mass and drag coefficients of the os-
cillating cylinder as a function of its amplitude.

Ca =
4

�

mo

�D2�� fo

f
	2

− 1, CD =
3�

2

m

�D2

D

Ay
�� − �o

fo

f

mo

m
	
�10�

In air fo�1.3 Hz and �o�0.002. There is also a stiffness correc-
tion for cylinder buoyancy.

Values of CD and Ca measured in still water �fD2 /�
=4550, �=1.08�10−6 m2 /s , f �1.2 Hz, D=6.35 cm� are
plotted in Fig. 4 in comparison with theoretical viscous fluid so-
lutions �40,41�

Ca = 1 + 4��/�D2f�1/2 + ��/�D2f�3/2, �11a�

CD = �3�2/4��D/Ay���/�D2f�1/2 �11b�
The average measured added mass coefficient �1.038� is within
1% of the theoretical value �1.032�. Measured drag coefficients
exceed the theory, consistent with Refs. �42–44�. The drag coef-
ficient has a minimum amplitude diameter near 0.3 cm �44,45�.
CD increases beyond diameter of 0.3, owing to separation and
shed vortices �42–48�. The following expression correlates drag
on oscillating cylinders in still water as the sum of viscous �Eq.
�11b�� and amplitude-dependent components:

CD =
3�3/2

4

D

Ay
� �

fD2	1/2

+ 0.8
Ay

D
0 �

Ay

D
� 1.5 �12�

Next, the cylinder was off set transversely and released in water
flowing at velocities from 15 cm/s to 92 cm/s. Measured cylinder
damping and frequency in the initial decay are converted to fluid
force coefficients Cdv and Cmv by the same process used for still
water but starting with Eq. �15� instead of Eq. �8� to invoke the
two parameter model. The following expressions correlate the
measured Cmv, Cdv, and mean drag CD=2FD /�U2L for 1.5

Ay /D
0 and 2.1�StU / fD�0.4 as functions of the cylinder
amplitude and reduced velocity based on vibration frequency f .

Cdv = 0.4��Ay/D��fD/U� + �32�/3��Ay/D�2�fD/U�2CDo

Cmv = F�StU/fD�Ay/D �13�

CD = CDo + 2�Ay/D��1 − 0.45StU/fD�

where Cdv is positive for the decaying oscillations. Cmv changes
sign across resonance StU / fD�1. The function F�StU / fD�� is

approximated by line segments through points �StU / fD ,F
= �0.3,0� , �0.6,1.25� , �1,1.25�, �1.05,−1.8� �1.7,−1.8�, �3.5,0�.

Hydrodynamic cylinder damping is obtained by substituting CD
�Eq. �12�� into Eq. �9b� for still water and Cdv �Eq. �13�� into Eq.
�15� for water with freestream velocity U

� f = �
�1/2

2

�D2

m
� �

fD2	1/2

+
1.6

3�

�D2

m
�Ay

D
	2

for still fluid

0.1

4�

�D2

m

U

fD
+

2

3�

�D2

m

Ay

D
CDo for moving fluid �

�14�
The first term in the moving fluid damping is similar in magnitude
to that of Vandiver �49�, but he does not include the second,
amplitude-dependent, term. The still fluid damping expression is
similar to that of Skop �44� but with a quadratic fit.

4 Fluid Force From Steady-State Response Measure-
ments in Flowing Water

Measured cylinder amplitude and frequency during steady-state
vortex-induced cylinder vibration are used to determine the
vortex-induced fluid forces. The equation for steady self-excited
vortex induced vibrations of an elastically supported cylinder
�Fig. 3� in cross flow with the two parameter lift force model �Eq.
�4c��

mÿ + 2m�n	nẏ + ky = Fy =
1

2
�U2DCmv sin�2�ft�

−
1

2
�U2DCdv cos�2�ft� �15�

is solved with Eq. �5� by separating in-phase and out-of-phase
components to give Cmv and Cdv as functions of oscillation fre-
quency f and cylinder amplitude Ay

Cmv = 8�2St2
m

�D2

Ay

D
�1 −

f2

fn
2	�StU

fnD
	−2

�16a�

Cdv = − 4�St2
2m�2��n�

�D2

Ay

D

f

fn
�StU

fnD
	−2

�16b�

where �n is the structural damping factor measured in still air with
the cylinder weighted to simulate the still water added mass.

Tests. Steady-state cylinder amplitude Ay and frequency f were
measured during a series of tests with water velocities between 15
cm/s and 92 cm/s in steps of 1 cm/s, corresponding to 2
�U / fnD�12 with a 6.35 cm �2.5 inch� diameter cylinder �19�.
Reynolds number range from 10,000 to 80,000. At each velocity,
the structural �magnetic� damping factor varied between 0.002
and 0.4 to achieve the target amplitudes Ay /D between 0.05 and
1.45 in steps of 0.1. Measured amplitude, frequency, and drag
were converted to Cmv, Cdv, and CD with Eqs. �2�, �16a�, and
�16b�.

Measured Coefficients. Triplets of Cmv�Ay /D ,StU / fD�,
Cdv�Ay /D ,StU / fD�, and CD�Ay /D ,StU / fD� from approximately
1000 tests were reduced to a uniform grid by sorting them into
15�18=270 cells with Ay /D ranging from 0 to 1.5 in steps of 0.1
and StU / �fD� from 0.4 to 2.4 in steps of 0.1. Decay tests �de-
scribed above as Cdv
0� were used to fill cells for nonexcited
cases.

A typical table cell has about four measured points. Every cell
has at least one measured data point with the exception of the two
cells centered at Ay /D=0.05 and 1.4�StU / fD�1.6, where no
response was observed; their values are interpolated. Tests on cell
boundaries were removed and the cell average was taken. The
results are shown in Tables 1–3 for transverse-only motion.

Trends can be seen in the tables. Cmv is positive for f / fn
1
and negative for f / fn�1. Cdv is negative for all cases with steady-

0.2

0.4

0.6

0.8

1

1.2

0.1 1 2
AMPLITUDE / DIAMETER, Ay/D

CD data
Ca data
CD theory
Ca theory
CD fit

0.2 0.4 0.6

Ca

CD

Fig. 4 Added mass and drag coefficients measured in still wa-
ter in comparison with theory „Eq. „11……
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Table 1 Cmv for transverse motion

StU/fD
Ay/D

0.5 to
0.6

0.6 to
0.7

0.7 to
0.8

0.8 to
0.9

0.9 to
1.0

1.0 to
1.1

1.1 to
1.2

1.2 to
1.3

1.3 to
1.4

1.4 to
1.5

1.5 to
1.6

1.6 to
1.7

1.7 to
1.8

1.8 to
1.9

1.9 to
2.0

2.0 to
2.1

2.1 to
2.2

2.2 to
2.3

0 to 0.1 0.032 0.082 0.106 0.086 0.100 -0.126 -0.087 -0.231 -0.090 -0.090 -0.090 -0.090 -0.088 -0.083 -0.158 -0.134 -0.090 -0.094
0.1 to 0.2 0.063 0.164 0.201 0.158 0.184 0.852 0.125 -0.337 -0.463 -0.367 -0.292 -0.238 -0.376 -0.291 -0.255 -0.204 -0.194 -0.193
0.2 to 0.3 0.119 0.278 0.350 0.273 0.312 0.852 1.237 0.162 -0.433 -0.547 -0.471 -0.410 -0.486 -0.414 -0.398 -0.387 -0.320 -0.292
0.3 to 0.4 0.145 0.408 0.501 0.394 0.465 -0.101 1.121 0.564 -0.336 -0.626 -0.660 -0.581 -0.669 -0.587 -0.547 -0.527 -0.412 -0.438
0.4 to 0.5 0.208 0.522 0.644 0.448 0.575 0.036 1.147 0.533 -0.371 -0.675 -0.733 -0.672 -0.844 -0.757 -0.750 -0.658 -0.547 -0.616
0.5 to 0.6 0.266 0.635 0.800 0.606 0.686 -0.181 1.279 0.535 -0.421 -0.736 -0.870 -1.044 -1.069 -0.941 -0.916 -0.798 -0.708 -0.735
0.6 to 0.7 0.323 0.781 0.953 0.573 0.815 -0.366 1.552 0.544 -0.547 -0.801 -0.878 -1.250 -1.284 -1.111 -1.085 -0.996 -0.815 -0.838
0.7 to 0.8 0.423 0.855 1.085 0.789 0.945 -0.190 -1.475 0.504 -0.540 -0.710 -1.140 -1.459 -1.457 -1.270 -1.226 -1.138 -0.941 -0.970
0.8 to 0.9 0.506 0.964 1.252 0.929 1.116 -0.194 -1.597 0.466 -0.569 -1.362 -1.291 -1.614 -1.656 -1.452 -1.390 -1.289 -1.093 -1.096
0.9 to 1.0 0.609 1.100 1.359 0.998 1.220 -0.316 1.500 0.483 -0.181 -1.580 -1.440 -1.793 -1.845 -1.623 -1.553 -1.441 -1.217 -1.225
1.0 to 1.1 0.514 1.233 1.574 1.182 1.338 -0.455 0.909 0.357 -0.345 -1.748 -1.583 -1.998 -2.040 -1.807 -1.706 -1.588 -1.347 -1.374
1.1 to 1.2 0.755 1.331 1.670 1.267 1.407 -0.284 0.446 -0.010 -0.401 -1.898 -1.747 -2.158 -2.280 -1.945 -1.880 -1.726 -1.462 -1.485
1.2 to 1.3 0.818 1.447 1.815 1.253 1.604 -0.126 -2.374 -2.351 -1.634 -2.077 -1.879 -2.379 -2.468 -2.163 -2.044 -1.896 -1.611 -1.594
1.3 to 1.4 0.888 1.563 1.961 1.571 1.733 -0.333 -2.564 -2.539 -1.759 -2.239 -2.061 -2.551 -2.603 -2.297 -2.207 -2.048 -1.729 -1.741
1.4 to 1.5 0.370 1.696 2.117 1.528 1.855 -0.668 -2.934 -2.774 -1.897 -2.382 -2.233 -2.758 -2.817 -2.477 -2.371 -2.200 -1.866 -1.870

Table 2 Cdv for transverse motion

StU/fD
Ay/D

0.5 to
0.6

0.6 to
0.7

0.7 to
0.8

0.8 to
0.9

0.9 to
1.0

1.0 to
1.1

1.1 to
1.2

1.2 to
1.3

1.3 to
1.4

1.4 to
1.5

1.5 to
1.6

1.6 to
1.7

1.7 to
1.8

1.8 to
1.9

1.9 to
2.0

2.0 to
2.1

2.1 to
2.2

2.2 to
2.3

0 to 0.1 0.062 0.051 0.034 0.022 0.054 -0.661 -0.423 -0.176 0.010 0.009 0.009 0.008 0.008 0.007 0.005 0.005 0.011 0.018
0.1 to 0.2 0.163 0.158 0.086 0.057 0.108 -0.021 -0.563 -0.365 -0.238 -0.075 -0.033 -0.015 0.014 0.011 0.009 0.016 0.053 0.034
0.2 to 0.3 0.388 0.347 0.232 0.137 0.272 -0.021 -0.014 -0.461 -0.300 -0.112 -0.042 -0.006 0.019 0.024 0.018 0.062 0.098 0.064
0.3 to 0.4 0.578 0.537 0.390 0.236 0.383 0.200 -0.017 -0.666 -0.342 -0.222 -0.047 -0.026 0.032 0.035 0.089 0.088 0.122 0.139
0.4 to 0.5 0.894 0.687 0.502 0.513 0.398 0.199 -0.230 -0.636 -0.336 -0.209 -0.040 -0.010 0.104 0.153 0.226 0.162 0.209 0.269
0.5 to 0.6 1.282 0.984 0.754 0.580 0.494 0.240 -0.197 -0.641 -0.354 -0.177 -0.034 0.166 0.472 0.405 0.402 0.419 0.351 0.329
0.6 to 0.7 2.207 1.522 1.001 0.823 0.614 0.624 -0.044 -0.595 -0.316 -0.094 -0.025 0.151 0.399 0.337 0.390 0.420 0.350 0.284
0.7 to 0.8 3.148 1.710 1.224 0.901 0.704 0.958 0.287 -0.597 -0.212 -0.027 0.446 0.574 0.501 0.790 0.677 0.615 0.467 0.426
0.8 to 0.9 3.610 2.538 1.951 1.397 0.772 0.992 0.873 -0.546 -0.134 0.531 0.475 0.649 0.644 0.742 0.852 0.775 0.615 0.438
0.9 to 1.0 5.130 3.618 2.314 1.608 1.514 1.564 -0.090 -0.441 -0.399 0.483 0.676 0.647 0.833 0.981 0.953 0.866 0.777 0.539
1.0 to 1.1 6.387 4.465 3.588 2.317 1.971 1.767 -0.066 -0.303 -0.220 0.801 0.622 0.737 0.955 0.998 1.478 1.072 0.818 0.744
1.1 to 1.2 6.210 4.380 3.257 2.840 2.095 1.874 -0.052 -0.053 -0.064 0.544 0.918 0.864 1.168 1.196 1.470 1.270 1.160 0.830
1.2 to 1.3 6.750 4.761 3.542 3.197 2.508 2.150 1.910 1.685 1.491 1.060 0.810 0.827 1.299 1.187 1.597 1.595 1.193 0.876
1.3 to 1.4 8.747 6.170 4.099 3.728 2.786 2.309 2.062 1.820 1.571 1.299 1.231 1.024 1.405 1.471 1.928 1.845 1.379 1.008
1.4 to 1.5 9.700 6.577 4.161 4.687 3.583 2.765 2.243 1.908 2.009 1.551 1.381 1.123 1.759 1.729 2.181 1.982 1.552 1.082

Table 3 CD for transverse motion

StU/fD
Ay/D

0.5 to
0.6

0.6 to
0.7

0.7 to
0.8

0.8 to
0.9

0.9 to
1.0

1.0 to
1.1

1.1 to
1.2

1.2 to
1.3

1.3 to
1.4

1.4 to
1.5

1.5 to
1.6

1.6 to
1.7

1.7 to
1.8

1.8 to
1.9

1.9 to
2.0

2.0 to
2.1

2.1 to
2.2

2.2 to
2.3

0 to 0.1 1.16 0.96 0.93 0.96 1.13 1.07 1.11 1.09 1.11 1.11 1.10 1.11 1.10 1.09 1.13 1.06 1.08 1.01
0.1 to 0.2 1.23 0.98 0.94 1.03 0.93 1.13 1.16 1.09 1.13 1.15 1.15 1.15 1.00 1.00 1.12 1.10 1.11 1.03
0.2 to 0.3 1.31 1.02 0.98 1.09 1.07 1.36 1.36 1.25 1.18 1.19 1.19 1.19 1.06 1.03 1.14 1.16 1.16 1.07
0.3 to 0.4 1.42 1.09 1.04 1.18 1.14 1.56 1.51 1.44 1.27 1.24 1.23 1.20 1.12 1.06 1.19 1.21 1.18 1.13
0.4 to 0.5 1.52 1.17 1.11 1.34 1.32 1.60 1.69 1.63 1.41 1.33 1.24 1.20 1.19 1.12 1.24 1.23 1.24 1.23
0.5 to 0.6 1.68 1.26 1.22 1.44 1.47 1.76 1.73 1.78 1.57 1.51 1.32 1.26 1.29 1.19 1.32 1.29 1.31 1.19
0.6 to 0.7 1.87 1.07 1.34 1.64 1.57 1.93 1.81 1.93 1.74 1.64 1.44 1.39 1.39 1.25 1.35 1.36 1.35 1.25
0.7 to 0.8 2.00 1.49 1.46 1.77 1.71 1.99 2.41 2.09 1.92 1.80 1.64 1.50 1.47 1.30 1.41 1.40 1.41 1.30
0.8 to 0.9 2.01 1.62 1.63 1.97 1.89 2.12 2.54 2.32 2.08 1.93 1.77 1.59 1.56 1.36 1.46 1.45 1.47 1.34
0.9 to 1.0 2.24 1.81 1.76 2.16 2.00 2.27 2.65 2.84 2.47 2.08 1.90 1.69 1.64 1.42 1.51 1.51 1.51 1.38
1.0 to 1.1 2.53 2.02 2.05 2.29 2.13 2.39 3.03 3.06 2.65 2.23 2.03 1.81 1.73 1.49 1.56 1.55 1.56 1.43
1.1 to 1.2 2.69 2.18 2.19 2.73 2.33 2.48 3.33 3.32 2.91 2.37 2.18 1.92 1.79 1.54 1.62 1.60 1.62 1.47
1.2 to 1.3 2.94 2.39 2.42 2.67 2.41 2.60 3.17 3.06 2.90 2.52 2.29 2.02 1.89 1.62 1.67 1.66 1.67 1.51
1.3 to 1.4 3.21 2.62 2.67 2.93 2.55 2.73 3.32 3.22 3.02 2.67 2.46 2.12 1.98 1.66 1.73 1.71 1.70 1.56
1.4 to 1.5 3.47 2.90 2.96 2.93 2.68 2.95 3.51 3.41 3.15 2.80 2.61 2.24 2.08 1.72 1.78 1.76 1.77 1.60
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state cylinder response; it becomes positive at large amplitude,
creating damping and limiting the maximum amplitude of vortex-
induced vibrations. Negative values of Cdv occur between 1
�StU / fD�1.6 so large amplitude oscillations have frequencies
between the 70% and 100% of the stationary shedding frequency
�Fig. 3 �top� �19��. This implies that large extensive entrainment is
only possible if the oscillation frequency follows the shedding
frequency upward as velocity increases �19�. Measured Cdv in Fig.
5 compare well with forced oscillations experiments �29,50� and
measured steady drag at maximum resonant response compares
well with the correlation of Sparkaya �29� in Fig. 6.

Intermediate values of Cmv and Cdv are biharmonically interpo-
lated from the tabulated values. For example, Cmv at Ay /D and
StU / fD is interpolated from the four surrounding Cmv values V1,
V2, V3, and V4 counting clockwise from the upper left in Table 1,
a= �V1+V2+V3+V4� /4, b= �−V1−V2+V3+V4� /2, c= �−V1+V2
+V3−V4� /2, and d= �V1−V2+V3−V4� /2, that is

Cmv�Ay/D,StU/fD� = a + br + cs + drs, − 0.5 � r,s � 0.5

�17�

where r and s are values of Ay /D and StU / fD relative to their
values at the center of the surrounding four table cells, divided by
the table grid spacing of 0.1. Below the diameter of 0.05, a table
row corresponding to Ay /D=−0.05 is created by repeating the row
at Ay /D=+0.05 or alternately with the lift coefficient model �Eq.
�7�� or wake oscillator model �Eqs. �22a�, �22b�, and �24�� can be
applied. Figures 8 and 9 were created using the first approach.

5 Prediction of Vortex-Induced Vibration Using the
Measured Forces

The fluid forces measured in Sec. 4 are applied to the prediction
of transverse vortex-induced vibration of circular cylinders using
the �1� lift coefficient, �2� two parameter, and �3� wake oscillator
models.

5.1 Constant CL Model. The equation of transverse motion
of a spring supported cylinder responding �Fig. 2� to the constant
lift coefficient force �Eq. �4b�� at the stationary cylinder shedding
frequency f = fs �Eq. 1 has an exact steady-state harmonic solution
�Eq. �5�� �39� as follows:

mÿ + 2m�n	nẏ + ky = Fy = �1/2��U2DCL sin�2�fst + ��
�18�

fs = StU/D, fn = �1/2���k/m�1/2, fs/fn = StU/fnD

Ay

D
=

CL

8�2

�D2

m
� U

fnD
	2��1 −

fs
2

fn
2	2

+ �2�nfs

fn
	2−1/2

�19a�

=
CL

4�St2�r
at fn = fs where � =

�

2
�19b�

tan � =
2�nfs/fn

1 − fs
2/fn

2 , �r =
2m�2��n�

�D2 �19c�

The cylinder response amplitude Ay is proportional to the lift co-
efficient CL divided by the mass ratio m /�D2. CL=1 with St
=0.2 bounds transverse response data in Fig. 9 but CL=0.7 is a
better fit to low amplitude data in Figs. 7 and 8. At small ampli-
tudes the finite spanwise correlation length lc of vortex shedding,
often between diameters of 3 and 7 for a stationary cylinder, re-
duces the root mean square lift by the factor �lc /L�1/2

�7,9,10,25,38,51–53�.
The constant CL model accurately predicts experimental data

below 0.05 diameter amplitude, but it lacks the rightward shift of
maximum response, entrainment, and self-limiting response at
larger amplitudes. These shortcomings are addressed by the am-
plitude and frequency dependent coefficients Cmv �Ay /D ,StU / fD�
and Cdv �Ay /D ,StU / fD� of Tables 1 and 2, as used in the two
parameter model �Sec. 5.2�.

In 1956, Scruton introduced dimensionless reduced mass damp-
ing �r=2m�2��� /�D2 �Eq. �19c�� to correlate the maximum am-
plitude of cylinders in the wind �54,55� and this predates the 1973
application of the monogram SG= �2�St�2�r by Skop and Bala-
subramanian �56� and Griffin et al. �57� to offshore piping. Ref-
erences �6,10,53,57,58� have correlations for Ay max with �r and
SG. Figure 7 uses a log scale to show both high and low amplitude
behaviors of data and two correlations—Eq. �29� and Ay /D= �1
−1.124�r /�2+ �0.296��r /�2�2��log10�0.41 Re0.36� �6�—for maxi-
mum amplitude as function of �r. The latter expression fits in the
upper range and addresses the Reynolds number effects but it
crosses zero twice for �r
10.

5.2 Two Parameter Force Model at Steady-State. Steady-
state solutions to the two parameter model are sought by inverting

Fig. 5 Measured Cdv with StU / fD compared with forced vibra-
tion test data †29,50‡ for 0.5<Ay /D< .6 and wake oscillator
model „Eq. „24……

Fig. 6 Drag coefficient at maximum response amplitude:
present data, Ref. †19‡, and Refs. †29,51‡.

Journal of Fluids Engineering OCTOBER 2009, Vol. 131 / 101203-5

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the measurement equations �Eq. �16��, and solving the two
coupled nonlinear equations for cylinder amplitude Ay and fre-
quency f

St2
Ay

D
�1 −

f2

fn
2 =

1

4�2

�D2

2m
�StU

fnD
	2

Cmv�Ay

D
,
StU

fD
 �20�

4�St2
2m�2��n�

�D2

Ay

D

f

fn
= − �StU

fnD
	2

Cdv�Ay

D
,
StU

fD
 �21�

Substituting the biharmonic interpolation �Eq. �17�� for Cmv into
Eq. �20� produces a cubic equation in terms of f / fn with exact
solutions for f given Ay /D that are substituted into Eq. �21�,

which is then numerically searched for amplitudes Ay /D in the
interpolation range of each cell. Multiple solutions, some un-
stable, can exist. Once Ay and f are known, the mean drag coef-
ficient is read from Table 3. Figure 8 shows the two parameter
model solution reproduces entrainment and self-limiting effects
for lightly damped cylinders responding at large amplitude. At
zero structural damping Eq. �21� becomes Cdv�Ay /D ,StU / fD�
=0, which is outlined in Table 2.

Figure 8 shows that the two parameter model �Eqs. �20� and
�21� with Tables 1 and 2� predictions agree with the measured
data. Figure 9 compares the two parameter numerical solution
with the data of Feng �59� for transverse motion of a spring sup-
ported two dimensional cylinder �Fig. 3� for �D2 /2m=0.00257,
�n=0.00145, �r=3.54, and St=0.21. Note that his experiment in
air is at 1

38 of the mass ratio of the present experiments.

5.3 Wake Oscillator Model. Wake oscillator model for
vortex-induced vibration is a self-excited, single degree of free-
dom van der Pol oscillator model of near wake fluid coupled to
transverse cylinder vibrations �10,56,60,62–64�

a0�D2z̈ + a0�D2	s1
2 z = �a1 − a41��UDż − a2�Dż3/U + a42�UDẏ

�22a�

	s1
2 = a0�D2	s

2a6/�1 + a5�z2 + ż2/	s
2�1/2/D� �22b�

mÿ + 2�m	yẏ + ky = Fy = a43�UDż − a44�UDẏ �22c�

where z represents the fluid degree of freedom. This formulation
is same as in Refs. �10,61� but with coefficients a0=0.48, a1
=0.44, a2=0.2, a3=0, and a4 expanded to four coefficients,
namely, a41=0.35, a42=1, a43=0.4, and a44=0.5, to increase the
entrainment and fit data in Figs. 5 and 7. A softening spring a5
=0.3 and a6=1+a5Az0 /D shifts the resonance to the right at
higher amplitude.

Harmonic solutions �z=Az sin 	t� are sought by expanding the
cubic cos3 	t= �3 /4�cos 	t− �1 /4�cos 3	t and retaining only the
first term. For a stationary cylinder �y=0�, this gives

Fig. 7 Scruton plot of resonant transverse amplitude versus
reduced damping. Dark solid line is two parameter „Eqs. „20…
and „21…… solution with Tables 1 and 2 and St=0.21.
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Fig. 8 Vortex-induced cylinder response predicted by lift coef-
ficient model „Eq. „19…… with CL=0.7, and two parameter
coupled model „Eqs. „20… and „21…… using Tables 1 and 2 data in
comparison with experimental data; �D2 / „2m…=0.1 and St
=0.21

Fig. 9 Comparison of predicted response amplitude „—… „Eqs.
„20… and „21…… using data from Tables 1 and 2 as a function of
velocity with data from spring supported rigid cylinder tests in
air †59‡
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z = Azo cos 	st, Azo = ��4�a1 − a41�/3a2��1/2/2�S
�23�

Fy = a43�UDz = �1/2��U2�4�Sta43Azo�, hence CL = 4�Sta43Azo

With St=0.2 and the above parameters Azo /D=0.616 and CL
=0.62, the wake oscillator and lift coefficient model are nearly
identical for predictions of the lift force and response �Fig. 7� at
small amplitudes. The wake oscillator has entrainment and self-
limiting response at higher amplitude.

For forced cylinder motion y�t�=Ay sin 	t �Eq. �5�� at circular
frequency 	 �Eq. �23�� becomes a classical forced van der Pol
oscillator. The solution �see Appendix� is

z = b1 cos 	t + b2 sin 	t

Cmv = − 4�Sta43�	/	s��b1/D� , �24�

Cdv = 4�St�	/	s��a43b2/D − a44Ay/D�

The result for Cdv is shown in comparison with the data in Fig. 5.

5.4 Application to Continuous Structures. Galerkin modal
analysis �61,65� is applied to the partial differential equation of
motion of a slender elastic structure responding to the transverse
forces of Eq. �4c� to reduce it to a single degree of freedom that is
solved using the previous procedure.

L�Y�z,t�� + m�z�
�2Y�z,t�

�t2 =
1

2
�U2DCmv sin�2�ft�

−
1

2
�U2DCdv cos�2�ft� �25�

The displacement Y�z , t� is a function of time t and longitudinal
span z, and L�Y�z , t�� is the differential stiffness operator. Har-
monic response in a single mode, which is the ith mode, is ex-
pressed as a one term series

Y�z,t� = Ayiyi�z�sin�2�ft� �26�

that is substituted into Eq. �25�, which is then multiplied through
by yi�x�, and integrated over the span. For a uniform diameter and
flow, modal force coefficients Cmvi and Cdvi can be defined.

Cmvi =
�0

LCmv�StU/fD,Ay/D��yi�z��dz

�0
Lyi

2�z�dz
,

�27�

Cdvi =
�0

LCdv�StU/fD,Ay/D��yi�z��dz

�0
Lyi

2�z�dz

Modal analysis reduces Eq. �25� to Eqs. �20� and �21� with redefi-
nitions of Eq. �27� of the fluid force coefficients, so the previous
solution method applies. Still fluid drag-damping can be incorpo-
rated by replacing Eq. �4c� with Eq. �4a� for portions of the cyl-
inder in still water.

When applied to the wake oscillator model �Eq. �22��, with
a5=0 and a6=0, this modal procedure results in the following
expression for maximum resonant response:

Ay

D
=

a43�4/3�1/2

2�St2��r + a44/St�

a1 − a41

a2
+

a42a43

a2St��r + a44/St�

=
0.0735

St2��r + 0.5/St�

0.45 +

2

St��r + 0.5/St�
�28�

The dimensionless modal parameter =1 for a rigid two dimen-
sional motion �Fig. 3, =1.155 for a sinusoidal mode shape, and
=1.291 for a pivoted cantilever, where Ay now refers to the
maximum amplitude along the mode shape �10,62�.

5.5 Time History Solutions. The equation of motion can be
numerically integrated step-by-step in time. The two parameter
mode �Eq. �15�� is put in suitable form �66� using Eq. �5�.

�m +
1

2
�U2DCmv/	2Ay	ÿ + �2m�n	n +

1

2
�U2DCdv/	Ay	ẏ + ky

= 0 �29�

where Cmv and Cdv at the current step are evaluated with Tables 1
and 2 and Eq. �17� using the amplitude and frequency estimated
from the previous time, that is

fn
2/f2 = 1 + �1/�8�2����D2/m��U/fD�2�D/Ay�Cmv�Ay/D,StU/fD�

�30a�

Ay
2 = y�t�2 + y�t�2/�2�f�2 �30b�

Figure 10 is a computed startup of a cylinder released in a steady
flow in comparison with the data. Time history analysis can be
extended to continuous structure, multiple mode responses, or di-
rect integration, using the autocorrelation of previous time history

Ryy��� =
1

t1 − t2
�

t1

t2

y�t�y�t + ��dt, 0 � � � �t1 − t2� �31�

to determine frequency f and amplitude of the dominant ampli-
tude Ay in the entrainment range of frequencies, based on negative
Cdv�0 �Table 1� and experiments �19�

fs/1.6 � f� fs �32�
The corresponding phase is found from the Fourier series ex-

pansion of the previous time history at this frequency. An initial
offset can be applied to start the solution, or alternately, the wake
oscillator or lift coefficient model, could be applied.

6 Conclusions
Oscillating vortex-induced lift coefficients in-phase �Cmv� and

out-of-phase �Cdv� with cylinder motion and mean drag �CD� have
been determined for cylinder amplitudes from 0.05 to 1.5 diam-
eters and reduced velocities between 2 cm/s and 12 cm/s, by post-
processing a large number of experiments for response of elasti-
cally supported cylinders in water flow. These force coefficients
have been reduced to a uniform tabular grid as functions of non-
dimensional frequency and amplitude of cylinder motion and em-
ployed in predictive models for vortex-induced vibration.

Fig. 10 Transient prediction with two parameter model „Eqs.
„30…, „31…, and „17…… „Tables 1 and 2… and measured transient
response; �D2 /m=0.2, ς=0.02. St=0.205, U / fnD=6.21
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1. The oscillating lift forced model �Eqs. �18� and �19�� with
CL=0.7 is a good fit to data for small amplitude vortex-
induced vibration, Ay /D�0.5.

2. Moderate and large amplitude vortex-induced vibrations are
well represented by the two parameter model �Eqs. �4c�,
�15�, �20�, and �21��. It has good agreement for steady-state
and transient cylinder response in both water and air, includ-
ing frequency entrainment, large amplitude response, and
self-limiting amplitudes greater than one diameter. However,
for transient analysis it requires tracking of the dominant
amplitude and frequency of the response.

3. The wake oscillator model �Eq. �22a�–�22c�� with tuned co-
efficients reproduces entrainment, self-limiting amplitude,
and frequency shift. It envelopes the data from small to large
amplitudes, but it does not reproduce the finer details of
cylinder response.

4. The negative values of Cdv fall in the range 1�StU / fD
�1.6. This implies that extensive entrainment is only pos-
sible if the oscillation frequency f follows the shedding fre-
quency upward from the cylinder natural frequency, f

0.9fn, as velocity increases.

Nomenclature
Ay � amplitude of vibration transverse to tube axis

and flow
Ca � added mass coefficient, dimensionless �Eqs.

�4a� and �11��
CL � lift coefficient, dimensionless �Eq. �4b��

CDo � drag coefficient for stationary cylinder in
steady flow, dimensionless �Eq. �2��

Cdv � oscillating negative damping coefficient, di-
mensionless �Eq. �4c��

Cmv � oscillating inertia coefficient, normalized to
zero for still water added mass, dimensionless
�Eq. �4c��

D � cylinder outside diameter
FD � mean drag on the cylinder
Fy � transverse force, transverse to flow, per unit

length of cylinder
L � wetted span of cylinder

Re=UD /� � Reynolds number, dimensionless
St � Strouhal number for stationary cylinder, di-

mensionless �Eq. �1��
U � freestream flow velocity
f � cylinder oscillation frequency, generally differs

from fo, fs, or fn �Hz�
fo � natural frequency in still air �Hz�
fn � natural frequency in still water, �k /m�1/2 /2�

�Hz�
fs � vortex shedding frequency from stationary cyl-

inder �Hz� �Eq. �1��
k � surface roughness of cylinder �Fig. 2� or spring

constant per unit length
mo � dry mass of cylinder and moving suspension in

air per unit length
m � mass per unit length of cylinder with still wa-

ter added mass, mo+���D2 /4�Ca

m /�D2 � mass ratio, dimensionless
t � time
y � direction perpendicular to freestream flow,

transverse
y�t� � displacement perpendicular to freestream flow

z � direction along cylinder axis, or fluid degree of
freedom

� � fluid mass density
� f � cylinder fluid damping factor, dimensionless
�n � cylinder damping factor, fraction of critical

damping, dimensionless, in air with additional

mass equal to fluid added mass in water
�o � cylinder damping factor, fraction of critical

damping, dimensionless, in air, without mag-
netic damping or additional mass

� � phase angle between force and displacement
�Eq. �4b��

	 � circular frequency, 2�f �rad/s�
	s � circular shedding frequency from stationary

cylinder, 2�f �rad/s�
� � kinematic viscosity, 1.14�10−5 ft2 /s

�0.01054 cm2 /s� typical for experiment
�r � reduced damping based on in-air damping fac-

tor; also, known as Scruton number, dimen-
sionless, 2m�2��n� /�D2

Appendix: Further Results
The equation of transverse motion of a uniform elastic cylinder

responding to the two parameter lift force model �Eq. �15�� has a
steady-state exact solution �Eq. �5��, if Cmv and Cdv are known.

Ay

D
=

1

4�

�D2

2m�2��n�� U

fnD
	2

��nCmv + 
�n
2Cmv

2 + Cdv
2 �

�A1�
f

fn
=

1

Cdv
��nCmv − 
Cdv

2 + �n
2Cmv

2 �

The solution to Eq. �22a� for a given cylinder oscillation y
=Ay sin 	t is obtained by substituting z=b1 cos 	t+b2 cos 	t into
the equation, separating sine and cosine terms into two equations,
setting x=b1	 /Azo	st and y=b1	 /Azo	s, x2+y2=r2, and �
=2�S�	s

2-	2�a0 /		s�a1-a41� to produce a cubic in r2 with an
exact solution �67�.
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Application of a Volume Averaged
k-ε Model to Particle-Laden
Turbulent Channel Flow
A closed set of volume averaged equations for modeling turbulence in the carrier phase
of particle-laden flows is presented. The equations incorporate a recently developed
dissipation transport equation that contains an additional production of dissipation term
due to particle surfaces. In the development, it was assumed that each coefficient was the
sum of the coefficient for single phase flow and a coefficient quantifying the contribution
of the particulate phase. To assess the effects of this additional production term, a nu-
merical model was developed and applied to particles falling in a channel of downward
turbulent air flow. Boundary conditions were developed to ensure that the production of
turbulent kinetic energy due to mean velocity gradients and particle surfaces balanced
with the turbulent dissipation near the wall. The coefficients associated with the produc-
tion of dissipation due to mean velocity gradients and particle surfaces were varied to
assess the effects of the dispersed phase on the carrier phase turbulent kinetic energy
across the channel. The results show that the model predicts a decrease in turbulent
kinetic energy near the wall with increased particle loading, and that the dissipation
coefficients play a critical role in predicting the turbulent kinetic energy in particle-laden
turbulent flows. �DOI: 10.1115/1.3203204�
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1 Introduction
Particle-laden turbulent flows are common in industrial appli-

cations. Large industries such as the chemical, pharmaceutical,
agricultural, and mining industries can benefit from an under-
standing of particle-laden turbulent flows �1�. Two-phase gas-solid
suspension flows are prevalent in chemical engineering applica-
tions such as spray drying, cyclone separation, pneumatic convey-
ing, pulverized coal gasification, and combustion �2�. Turbulence
is also responsible for enhancing heat transfer, mixing of chemical
species, and altering the wall shear stress �3�.

The addition of particles to a turbulent flow has been experi-
mentally shown to alter the carrier phase turbulence �4–8�.
Particle-laden turbulent flows are complicated to model, and un-
derstanding the physics well enough to develop a general model to
predict the interactions between the continuous and dispersed
phases becomes even more of a challenge. The ideal approach to
modeling these interactions would require boundary conditions at
the surface of each particle in the flow. However, the mesh asso-
ciated with this type of analysis would require enormous compu-
tational efforts. In order to circumvent the computational difficul-
ties associated with considering every particle, many researchers
�2,9–14� have assumed that the effect of the particles could be
incorporated by including a force to the instantaneous form �i.e., a
point in space and an instance in time� of the momentum equation,
such as

�

�t
��ui� +

�

�xj
��ujui� = −

�P

�xi
+

�

�xj
��

�ui

�xj
� + �gi + Fi �1�

where Fi is a force per unit volume due to the presence of par-
ticles. In order for the above equation to be valid at a point �e.g.,
the limiting volume of the fluid �15��, the force due to the particles
must be continuous and definable. However, the term Fi is not

definable at any point in the continuous phase. To better under-
stand this claim, consider an arbitrary particle and an arbitrary
point near the particle, as shown in Fig. 1�a�. The effect of the
particle on the fluid within some arbitrary control volume cannot
be represented by a force per unit volume, Fi.

The force on the fluid due to the particles can only be defined if
the control volume contains enough particles, as shown in Fig.
1�b�. In order for Fi to be valid at a point, it must be continuous;
thus the limiting volume would have to contain sufficient particles
to have stationary average properties. For cases which typify
fluid-particle flows this limiting volume would be many orders of
magnitude larger than a point in the conveying phase. In addition,
a pointwise approach to modeling turbulence in particle-laden
flows by decomposing the force, Fi, into mean and fluctuating
components, in time, is also meaningless based on the above ar-
gument. Several turbulence models �2,9–14,16� have been devel-
oped for particle-laden flows, most of which are based on tempo-
ral averaging approaches. A fundamental approach to capture the
effects of the particles in the momentum, turbulent kinetic energy
�TKE�, and dissipation equations is through volume averaging �a
further discussion is presented in Sec. 2�.

To assess the validity of volume averaging, Zhang and Reese
�17� studied the additional source and sink terms due to the pres-
ence of particles in the TKE equations proposed by Crowe and
Gillant �18� and Chen and Wood �2� and compared them to the
data of Tsuji et al. �4�. They concluded that the temporal averaged
model did not predict the altered turbulent intensity due to particle
mass loading, but they showed that the volume averaged model
did produce changes in turbulent kinetic energy with respect to
particle loading. Overall, they conclude that the generation terms
proposed by Crowe and Gillant �18� more accurately match the
experimental data.

In a recent review of the status of modeling particle-laden tur-
bulence, Eaton �19� stated that many models have been developed
to understand the turbulence modulation associated with dilute
particle-laden flows, yet there still remains a general model that
can account for subjective factors such as particle size, relative
Reynolds number, volume fraction, number density, mass density,
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surface roughness, etc. The present study reviews a fundamental
approach to obtaining a system of equations that include the sur-
face effects of particles and many of the subjective factors iden-
tified by Eaton �19� and Curtis and van Wachem �1�. In addition,
the modeling procedure is further developed and applied to the
experimental data of Kulick et al. �6� and Paris and Eaton �8�.
Furthermore, the production coefficients within the dissipation
equation are varied to assess their effect on the turbulent kinetic
energy.

2 A Review of the Volume Averaged Equation Set for
the Continuous Phase Turbulence in Particle-Laden
Flows

The volume average momentum equations can be obtained
from Newton’s second law �20� or by volume averaging the
Navier–Stokes equations �21�. When particle rotation and mass
transfer are neglected, both methods show that the volume aver-
aged momentum equations for incompressible, particle-laden
flows are of the form

�

�t
�c��ui� +

�

�xj
�c��ujui� = − �c

��P�
�xi

+ �c

���ij�
�xj

+ �c��gi�

−
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V 	
n

f D�ui − vi� �2�

where �c is the volume fraction of the continuous phase, � is the
density of the continuous phase, � is the dynamic viscosity of the
continuous phase, V is the mixture volume, f is the drag factor, D
is the particle diameter, n is the particle number, and � � is the
volume average �21�. For the above equation to be valid, a control
volume, larger than the limiting volume of the fluid that contains
N number of particles, must be used to obtain a statistical average,
illustrated in Fig. 2. Some researchers �9� have used Reynolds
averaging procedures on the volume averaged equations. How-
ever, the average velocities in the volume averaged equations do
not represent the local �pointwise� instantaneous velocity of a
given flow and thereby are not amenable to the Reynolds averag-
ing procedures used in single phase flows. In other words, the
temporal fluctuations of the averaged velocities do not reflect the
flow turbulence of the carrier phase.

Aside from temporal decomposition, another way of identifying
turbulence within the carrier phase is by the velocity deviation
from the volume averaged velocity, such as �18�

ui = �ui� + �ui �3�

where ui is the instantaneous velocity �i.e., the velocity at an in-
stance in time and at an arbitrary location within the continuous
phase region of the volume of interest�, �ui� is the volume aver-
aged velocity, and �ui is the volume deviation velocity, as illus-
trated in Fig. 3. Here the instantaneous velocity is used to describe
the velocity at a point within the continuous phase of the control
volume, which allows one to capture the local effects cause by
turbulence.

The volume averaged momentum equations for particle-laden
turbulent flows are obtained by substituting Eq. �3� into Eq. �2�
and applying volume averaging techniques. This decomposition
presents a volume deviation stress, which is analogous to the Rey-
nolds stress found by Reynolds averaging procedures. Assuming
that the material properties of the continuous phase are constant
over the volume of interest, Eq. �2� becomes
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�4�
The above equation describes the momentum of the continuous
phase in particle-laden turbulent flows, but it requires a closure
model to evaluate the volume deviation stress.

To close the equation set, the turbulent-viscosity hypothesis is
assumed to apply. The volume deviation stress is then modeled as

��ui�uj� =
2

3
�ijk − �T� ��ui�

�xj
+

��uj�
�xi

� �5�

where vT is the turbulence viscosity defined as

�T = C�

k2

	
�6�

where k is the volume average turbulent kinetic energy defined as
�18�
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2
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2
� �7�

and 	 is the volume average dissipation defined as �18�

	 =
1
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�xj
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and C� is a constant �0.09�. Thus a transport equation for the
volume average turbulent kinetic energy and dissipation is needed.

A volume average turbulent kinetic energy transport equation
was derived by Crowe and Gillandt �18�. The transport equation
for turbulent kinetic energy within the carrier phase of a particle-
laden flow is shown to be �18�

Fig. 1 Illustration of „a… a “point” in the flow relative to a par-
ticle and „b… many particles within the control volume of the
continuous phase

Fig. 2 A control volume containing N number of particles such
that a statistical average can be discerned. This volume must
be larger than the limiting volume of the fluid yet small enough
to use differential operators.

Fig. 3 A vector representation of the volume deviation veloc-
ity at a point within the control volume
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where 
V is the hydraulic drag coefficient defined as �21�


V =
�d�df

�p
�10�

and �d is the volume fraction of the dispersed phase, �d is the
material density of the dispersed phase particles, and �p is the
particle response time.

A volume average turbulent dissipation transport equation was
derived by Schwarzkopf et al. �22�. The form of the transport
equation for turbulent dissipation is found to be
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with the assumptions of incompressible flow, irrotational particles,
and no mass transfer. The above equation contains three integrals
that represent the effects of particles on the turbulence within the
carrier phase. The terms representing the effects of the particles
were evaluated by assuming that the particles were smaller than
the equivalent Kolmogorov length scale, such that the Stokes drag
law would apply �22�. Based on this assumption, the development
revealed a production term due to the presence of particles. The
form of this term was then modified to extend beyond Stokes
drag. In keeping with the modeling procedures used with single
phase flows, the dissipation Eq. �11� becomes �22�
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where C	1� is the coefficient associated with the production of
dissipation due to mean velocity gradients, C	2� is the coefficient
associated with dissipation of dissipation, and C	3 is the coeffi-
cient associated with the production of dissipation due to particle
surfaces. The coefficients C	1� and C	2� , shown in the above equa-
tion, are assumed to be a linear sum of the single phase coefficient
and a coefficient that captures the effect of the particles. The ratio
of the C	3 /C	2� was found by reducing data from experiments
involving turbulence generation by particles in homogeneous
flows �22� and can be represented by

C	3

C	2�
= C	p · Rep

m �13�

where C	p is the fit coefficient equal to 0.058, m is equal to 1.416,
and Rep is the Reynolds number based on the relative velocity
between the particles and the fluid. The values of C	p and m

represent data for Rep�100, and it is hypothesized that the par-
ticle loading has an additional effect at lower Rep. The coefficient
for the dissipation of dissipation �C	2� � was found from a direct
numerical simulation �DNS� study of isotropic turbulent decay
with stationary particles �23� and can be represented by

C	2� = C	2 + 0.355 · p
0.89 �14�

where C	2 is the standard coefficient for single phase flow �1.92�
and p �=3�ñD̃�̃� is the dimensionless momentum coupling factor
�23�. It is noteworthy to mention that the dimensionless momen-
tum coupling factor is related to the ratio of the dispersed phase
mass concentration to the Stokes number �p=�c ·C /St�. The pro-
duction of dissipation coefficient due to mean velocity gradients
�C	1� � is unknown but assumed to have the following functional
form �20�:

C	1� = C	1 + func�C,St,Rep,Re� �15�

where Rep is the particle Reynolds number, Re is the fluid Rey-
nolds number, and C	1 is the standard coefficient for single phase
flow �1.44�. The coefficient C	1� can be solved for analytically
�20�, however, data needed to evaluate the above coefficient are
lacking. The effect of this coefficient is studied in Sec. 4.

3 Modeling the Continuous Phase Turbulence in
Particle-Laden Channel Flow

To validate the volume average equation set presented above,
we consider the data of Kulick et al. �6� and Paris and Eaton �8�.
Graham �24� claimed that these data sets are challenging to pre-
dict with simple models and a more sophisticated model is
needed. Eaton �10� claimed that a new model for the dissipation
rate is needed to represent the additional dissipation generated by
particles. The above dissipation rate Eq. �12� includes a produc-
tion of dissipation due to particles.

Kulick et al. �6� and Paris and Eaton �8� used the same experi-
mental setup, which was a high aspect ratio �11.4:1� vertical chan-
nel with a development section of 5.2 m. The particles fell down
the channel in the same direction that the air was traveling. The
particle response time for the 70 �m copper particles is approxi-
mately 130 ms �6�. Therefore these particles should have reached
a terminal velocity well before the measurement section, and the
particle velocity should have exceeded the air velocity throughout
the channel. However, the data sets show that the air velocity
exceeds the particle velocity at the center of the channel, yet the
particle velocity exceeds the air velocity near the wall. The vol-
ume fractions of the particles are on the order of 10−5, which
implies the importance of two-way coupling and allows one to
neglect particle-particle interaction �25�. However, the work of
Nasr and Ahmadi �13� showed that when particle-particle and
particle-wall collisions are included, a nearly flat particle velocity
profile is obtained.

The data presented by Kulick et al. �6� and Paris and Eaton �8�
are for steady fully developed particle-laden turbulent channel
flow. For such a flow, a simple 1D modeling approach can be
taken. Additional assumptions are uniform particle diameter, no
mass transfer between the dispersed and continuous phase, par-
ticle rotational effects are neglected, and the particle velocity de-
viations are negligible compared with the mean slip velocity. The
volume averaged conservation equations �4�, �9�, and �12� for the
continuous phase are applied to a steady incompressible fully de-
veloped flow and are shown as follows.

For continuous phase momentum,

0 = − �c
d�P�
dx

+ �c�cg + �c
d

dy
��� + �T�

d�u�
dy

� − 
V��u� − �v��

�16�
For continuous phase turbulent kinetic energy,

Journal of Fluids Engineering OCTOBER 2009, Vol. 131 / 101301-3

Downloaded 03 Jun 2010 to 171.66.16.158. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 = �c�T�d�u�
dy

�2

+

V

�c
��u� − �v��2 + �c

d

dy
�� +

�T

�k
�dk

dy
� − �c	

�17�
For continuous phase turbulent dissipation,
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dy
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6v2
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� �18�

where the turbulence kinematic viscosity ��T� is modeled by Eq.
�6� and the coefficients, shown in the above equations, are given
in Table 1. At the wall, the velocity of the continuous phase is zero
and the shear at the wall is modeled by

�w =
�C�

1/4k1/2

u+ u �19�

Near the wall, the production of turbulent kinetic energy is bal-
anced by the dissipation and the diffusion is assumed negligible.
Applying these assumptions to Eq. �17� shows

	 = �T�d�u�
dy

�2

+

V

�c�c
��u� − �v��2 �20�

The above equation assures that the net production of turbulent
kinetic energy due to particles and mean velocity gradients is
balanced by dissipation near the wall. Based on the data of Kulick
et al. �6� and Paris and Eaton �8�, it was assumed that the law of
the wall can be applied to particle-laden flows; therefore, the dis-
sipation near the wall is shown to be of the form

	 =
u�

3

�y
+


V

�c�c
��u� − �v��2 �21�

The turbulent kinetic energy near the wall is found by assuming
that the shear stress is constant near the wall, and the shear at the
wall is related to the friction velocity by

u�
2 = C�

k2

	

d�u�
dy

�22�

Again, assuming the law of the wall is valid and eliminating dis-
sipation from Eqs. �21� and �22� yields the following relation for
the particle-laden turbulent kinetic energy near the wall:

k =
u�

2

�C�

��1 +

V�y

�c�cu�
3 ��u� − �v��2� �23�

A finite volume approach �26� was used to model Eqs.
�16�–�18�, and the boundary conditions applied near the wall were
Eqs. �19�, �21�, and �23�. The particle velocity profile was deter-
mined from the experimental data �6,8�. The turbulent kinetic en-
ergy could not be directly found from the data. For purposes of
analysis, it was assumed that the turbulence was homogeneous in
the transverse directions. The turbulent kinetic energy for laden
and unladen cases was obtained from

2k = u1�
2 + 2 · u2�

2 �24�
For the unladen case, the standard coefficients were used in the
k-	 model; for the laden cases, the coefficients were the sum of
the single phase coefficients and coefficients to account for the
effects of the dispersed phase �see Table 1�. The unladen piezo-
metric pressure gradient was determined from the data of Kulick
et al. �6� and found to be �14.28 Pa/m. Kulick et al. �6� could not
measure the laden pressure gradient; Paris and Eaton �8� measured
the laden pressure gradient but could not justify why it was so
high. In the experiments of Kulick et al. �6� and Paris and Eaton
�8�, the continuous phase mass flow rate was adjusted for the
different particle loadings in order to maintain a constant center-
line velocity, shown in Table 2. In the model, for the laden cases,
the piezometric pressure gradient was iterated until the centerline
velocity matched that of the experimental data.

4 Results and Discussion
The unladen velocity profile and turbulent kinetic energy pre-

dicted by the model was compared with the data of Kulick et al.
�6� and Paris and Eaton �8�. For this case, the standard k-	 model
was used with the standard coefficients �shown in Table 1�. The
velocity was normalized by the centerline velocity and plotted in
terms of y+. The normalized unladen velocity profile predicted by
the model agrees well with the measurements, shown in Fig. 4.
Kulick et al. �6� used laser Doppler anemometry �LDA�, and Paris
and Eaton �8� used particle image velocimetry �PIV� to measure
the mean and fluctuating velocities. The turbulent kinetic energy
was determined from the data using Eq. �24�; the data agree well
with the model and are shown in Fig. 5.

Kulick et al. �6� obtained air velocity measurements for various
particle sizes �50–90 �m� and loadings �0–0.8�. The data col-

Table 1 Model coefficients

Parameter Time averaged equation set Volume averaged equation set

C	1� 1.44 1.44+C	1p

C	2� 1.92 1.92+0.355· �p�0.89

C	3 - 0.058·C�	2 ·Rep
1.416

� 0.41 0.41
C� 0.09 0.09
�k 1.0 1.0
�	 1.3 1.3

Table 2 Data parameters

Parameter
Kulick et al.

�1993�
Paris et al.

�2001�

Particle material Copper Glass
Particle diameter �D� ��m� 70 150
Particle density ��d� �kg /m3� 8800 2500
Particle loading 10%, 20% 20%
Continuous phase air air
Centerline gas velocity �Ucl� �m/s� 10.5 10.5
Unladen piezometric pressure gradient
�dPz /dx� �Pa/m� �14.28 �27.56

Fig. 4 Comparison of the unladen velocity profiles predicted
by the model to the experimental data of Kulick et al. †6‡ and
Paris and Eaton †8‡
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lected by Kulick et al. �6� demonstrate that 50 �m and 90 �m
glass particles produce little attenuation, however, 70 �m copper
particles at mass loadings greater than 0.1 produce significant tur-
bulence attenuation. For the case of 70 �m copper particles at
mass loadings of 10% and 20%, the experimental data of Kulick
et al. �6� are compared with the model predictions. For the
particle-laden case, the coefficients used in the volume averaged
k-	 equations are shown in Table 1. The velocity is normalized by
the centerline velocity and shown in Fig. 6. For the 10% and 20%
mass loading cases, the model shows to underpredict the velocity
magnitude near the wall. It is also noticed that the velocity profiles
predicted by the model are quite different than those found from
the experimental data. The velocity profile predicted by the model
for a mass loading of 10% shows a slight increase in the carrier
velocity near the center of the channel, while the increase in ve-
locity for a mass loading of 20% is more pronounced for y /h
�0.6. The turbulent kinetic energy predicted by the model is
compared with experimental data for 10% mass loading �Fig. 7�
and 20% mass loading �Fig. 8�. The model compares well with the
experimental data near the wall, but deviates toward the center of
the channel. For the 20% mass loading case, a flat profile is no-
ticed near the center of the channel. Although not seen in the data
set of Kulick et al. �6�, a similar flat profile for the turbulent
kinetic energy near the centerline of a pipe is found in the data of
Tsuji et al. �4� and Sheen et al. �5� for small particles. To illustrate

the capability of the model predicting a decrease in TKE with
increased mass loading, a comparison of the two mass loadings is
shown in Fig. 9. Near the wall, the model predicts turbulence
attenuation for increased mass loading, in agreement with the ex-
perimental data. Near the centerline of the channel, the predictions
deviate from the experimental data.

Paris and Eaton �8� used the same experimental set up by Ku-
lick et al. �6� and were able to reproduce the unladen flow char-
acteristics. The data of Paris and Eaton �8� stops short of the
centerline of the channel; a reason is not given. The particle size
and loading is given in Table 2. A comparison of the velocity
profile normalized by the centerline velocity for the laden case of
20% mass loading is shown in Fig. 10. The magnitude of the
velocity profile is slightly lower than the experimental values but
the predicted velocity trend agrees with the data. It is noteworthy
to mention that the normalized velocity profile reported by Paris
and Eaton �8� for the continuous phase matches very well to the
unladen velocity profile of Kulick et al. �6�, yet the model predicts
two different velocity profiles. In light of the model, the only
difference between these two data sets is the particle properties
and the particle velocity profile, the last of which was determined

Fig. 5 Comparison of the unladen turbulent kinetic energy
profiles predicted by the model to the experimental data of Ku-
lick et al. †6‡ and Paris and Eaton †8‡

Fig. 6 Comparison of the velocity profiles predicted by the
model to the experimental data of Kulick et al. †6‡—copper par-
ticles, 70 �m dia., and mass loading indicated in the legend

Fig. 7 Comparison of the particle-laden turbulent kinetic en-
ergy profiles predicted by the model to the experimental data of
Kulick et al. †6‡—copper particles, 70 �m dia., and 10% mass
loading

Fig. 8 Comparison of the particle-laden turbulent kinetic en-
ergy profiles predicted by the model to the experimental data of
Kulick et al. †6‡—copper particles, 70 �m dia., and 20% mass
loading
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by different measurement techniques. The predicted turbulent ki-
netic energy is compared with the measurements and shown in
Fig. 11.

Part of the reason for these deviations may be explained by the
noninclusion of the redistribution terms in the turbulence energy
equation, Eq. �9�. For most cases involving particle-laden flows,
��u�− �v��2� ��vi�vi�− ��ui�vi� so the redistribution terms may be
neglected for such cases. However, for cases when ��u�− �v��2

�0, the redistribution terms may play a significant role in mod-
eling turbulent kinetic energy near the wall. In the data of Kulick
et al. �6� and Paris and Eaton �8�, there is a point in the flow where
the continuous phase and dispersed phase velocities are equal, but
the data set does not give correlations for ��ui�vi�. A method to
model these terms has been proposed by Zhang and Reese �16�
and may need to be considered.

Another reason for the deviation of turbulent kinetic energy
near the center of the channel is the fact that the coefficient C	3
was calibrated with minimal data at low relative Reynolds num-
bers �22�. The data at low relative Reynolds numbers suggested
that particle loading affects the coefficient. To evaluate the effec-
tiveness of the additional production term in the dissipation
model, the production coefficient �C	3� is varied. Within this co-
efficient, C	p is varied from zero to 0.060 �to simulate an effect of

particle concentration�, while the exponent m remained at 1.416
�the effect of particle Reynolds number�. When C	p is set to zero,
the additional production of dissipation due to particle surfaces is
suppressed, yet the effects of the particles are still included in the
turbulent kinetic energy equation. For such a case the dissipation
is essentially modeled as the single phase dissipation with the
standard coefficients �the effect of particles on C	2� is negligible�.
This formulation shows a nearly constant TKE across the channel
�see Fig. 12�. Increasing C	p to 0.015 shows a drastic reduction in
TKE. For this case, the TKE profile is nearly matched, but the
predicted magnitude is higher than the experimental data. As C	p
is increased to 0.060, the TKE near the wall matches well; near
the center of the channel, the model underpredicts the measure-
ments and shows a constant TKE. The normalized velocity pro-
files show that as the production coefficient is reduced from 0.060
to 0.015, the trend and magnitude of the velocity profiles better
match the data �shown in Fig. 13�. It can be seen that if the
production coefficient was zero, the velocity profile would be
overpredicted; this substantiates that a production of dissipation
term due to particles is necessary but a better calibration of the
coefficient is needed at lower particle Reynolds numbers.

The other unknown is the production coefficient �C	1� � due to
mean velocity gradients. In the derivation of the dissipation equa-
tion, the production coefficient was assumed to vary with one or

Fig. 9 Comparison of the particle-laden turbulent kinetic en-
ergy profiles predicted by the model to the experimental data of
Kulick et al. †6‡—copper particles, 70 �m dia., and mass load-
ing indicated in the legend

Fig. 10 Comparison of the velocity profile predicted by the
model to the experimental data of Paris and Eaton †8‡—glass
particles, 150 �m dia., and 20% loading

Fig. 11 Comparison of the turbulent kinetic energy profile pre-
dicted by the model to the experimental data of Paris and Eaton
†8‡—glass particles, 150 �m dia., and 20% loading

Fig. 12 Evaluation of the production of dissipation coefficient
due to the particles—Kulick et al. †6‡, 20% loading, and Cεp
indicated in the legend
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more of the fundamental nondimensional parameters found in
particle-laden flows, namely, particle loading, Stokes number, par-
ticle Reynolds number, or the Reynolds number of the flow �20�.
The calibration of this coefficient is complex �20� and depends on
the shear velocity and von Karman constant, both of which are
unknown in the data presented in the literature. To simplify, C	1�
was assumed constant between the wall and the center of the
channel yet altered from its standard value �1.44� to understand its
effect �see Fig. 14�. In this figure, the coefficient C	p is set to
0.023, which matches the magnitude of TKE at the center of the
channel, and the production of dissipation �C	1� � due to mean ve-
locity gradients was varied to assess its influence on the predic-
tions. If C	1� is set to 1.6 �C	p=0.023�, the TKE is matched near
the wall and at the center of the channel. However, the results
show that there is still a constant TKE near the center of the
channel, and the TKE predicted by the model deviates slightly
from the data between 0.4�y /h�0.9. The normalized velocity
profile is shown in Fig. 15.

The predictions of the turbulent dissipation model with an ad-
ditional production term due to the presence of particles are
shown to improve the prediction of TKE and to also predict the
turbulence modulation due to particle loading. Comparing Figs.
12 and 14 shows that the production of dissipation due to the
particle surfaces mildly affects the TKE near the wall, and obvi-

ously the production of dissipation due to mean velocity gradients
has no affect at the center of the channel. These results also high-
light that C	1� and C	3 may be slightly coupled in regions where
the velocity gradient is nonzero. Overall, the additional production
term shows to be an improvement over the standard single phase
turbulent dissipation model. For flows with low particle Reynolds
numbers, the prescribed coefficients are invalid, and additional
studies are needed to validate these conditions. More results with
supporting data, such as the laden pressure gradient, wall shear,
particle concentration, and velocity distributions, are needed to
further validate the model.

5 Conclusion
A volume averaged equation set for particle-laden turbulent

flow is presented. This includes momentum, TKE, and dissipation
transport equations, coefficients, and boundary conditions for k
and 	. A numerical model was developed and compared with the
continuous phase TKE and velocity data of Kulick et al. �8� and
Paris and Eaton �6�. The model shows good agreement with the
TKE and continuous phase velocity data. The model also predicts
the attenuation of TKE for increased particle loading and com-
pares reasonably well with the experimental data.

In this study, the coefficients associated with the production of
dissipation were varied to appreciate their effect on model predic-
tions. It was found that the coefficient for production of dissipa-
tion due to mean velocity �C	1� � gradients needs to be calibrated to
balance the production of dissipation coefficient due to particle
surfaces �C	3�. This study also showed that C	3 is not calibrated
correctly for low particle Reynolds number flows, and additional
data are needed to understand the effect of particle loading at low
particle Reynolds numbers. Such data would provide better cali-
bration of these coefficients.
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Transient Thin-Film Flow on a
Moving Boundary of Arbitrary
Topography
The transient two-dimensional flow of a thin Newtonian fluid film over a moving substrate
of arbitrary shape is examined in this theoretical study. The interplay among inertia,
initial conditions, substrate speed, and shape is examined for a fluid emerging from a
channel, wherein Couette–Poiseuille conditions are assumed to prevail. The flow is dic-
tated by the thin-film equations of the “boundary layer” type, which are solved by
expanding the flow field in terms of orthonormal modes depthwise and using the Galerkin
projection method. Both transient and steady-state flows are investigated. Substrate
movement is found to have a significant effect on the flow behavior. Initial conditions,
decreasing with distance downstream, give rise to the formation of a wave that propa-
gates with time and results in a shocklike structure (formation of a gradient catastrophe)
in the flow. In this study, the substrate movement is found to delay shock formation. It is
also found that there exists a critical substrate velocity at which the shock is permanently
obliterated. Two substrate geometries are considered. For a continuous sinusoidal sub-
strate, the disturbances induced by its movement prohibit the steady-state conditions from
being achieved. However, for the case of a flat substrate with a bump, a steady state
exists. �DOI: 10.1115/1.3222903�

1 Introduction

This study is a theoretical treatment of the pressure-driven
high-speed transient two-dimensional coating flow over a moving
substrate of arbitrary shape. The fluid is assumed to emerge from
a channel, wherein Couette–Poiseuille conditions are assumed to
prevail. The effect of substrate topography has been examined
extensively for the case of stationary substrate �1–7�. The flow
over a moving substrate has also been examined �8–10�. Contrary
to the present paper, these studies, however, were limited to the
case of a flat substrate only. Existing studies �3–10� have also
been limited to steady-state coating flow since it is the long-term
behavior that is typically of practical interest. However, steady-
state conditions are not always possible to achieve in reality. In
this case, although the steady state theoretically exists, it is simply
unstable. The coating process can also be inherently transient as a
result of geometrical variations or constant changes in processing
conditions. Initial conditions will also be investigated extensively
given their drastic influence in thin-film flow.

In this work, the flow is assumed to be induced by both pres-
sure gradient and substrate movement. The study focuses on high-
speed coating flow. In this case, flow inertia is important. Most
existing studies do indeed neglect inertia since the fluids involved
in coating are typically highly viscous. Similar to earlier studies
on Newtonian and non-Newtonian flows �2,11–13�, a spectral ap-
proach is proposed to model the problem. The flow is dictated by
the thin-film equations of the “boundary layer” type, which are
solved by expanding the flow field in terms of orthonormal modes
in the depthwise direction and using the Galerkin projection, com-
bined with a time-stepping implicit scheme, and integration along
the flow direction. Assessment of convergence and accuracy is
carried out by adopting different truncation levels, varying the
time increment and mesh size. The influence of inertia, substrate
movement and topography, as well as initial conditions is closely
examined.

2 Problem Formulation and Solution Procedure
The general two-dimensional thin-film formulation is imple-

mented for the transient flow of a Newtonian fluid over a moving
surface of arbitrary shape. The equations and boundary conditions
are deduced for a flow that is driven by both an imposed pressure
gradient in the channel and the movement of the substrate. The
solution procedure is also outlined.

2.1 Thin-Film Equations and Boundary Conditions. Con-
sider the flow of an incompressible Newtonian fluid of density �,
viscosity �, and surface tension coefficient �, emerging from a
channel, of width H, and moving on a substrate. The flow is
induced in part by a pressure gradient inside the channel and in
part by the translation of the substrate and lower channel plate. In
this case, the film length, L, and H are taken as typical reference
length and thickness in the streamwise and depthwise directions,
respectively, with x and z being the corresponding dimensionless
coordinates. Following the usual scaling process for a thin film,
the dimensionless streamwise and depthwise velocity compo-
nents, u�x ,z , t� and w�x ,z , t�, are scaled by V and HV /L, respec-
tively, where V is a reference velocity. In this work, L may be
taken to correspond to the length of the initial fluid domain, and V
is taken equal to the mean velocity part of the flow induced by the
pressure gradient inside the channel. Time, t, is scaled by L /V,
and, for a thin film, the pressure, p�x ,z , t�, is scaled by �VL /H2

�see below�. The scaling for pressure is chosen to ensure the bal-
ance between pressure and viscous forces �14�. Figure 1 illustrates
schematically the problem in the �x ,z� plane using dimensionless
notations. The shape of the free surface is given by z=��x , t�, and
that of the substrate by z=h�x , t�. Both ��x , t� and h�x , t� are
scaled by H. There are four dimensionless groups that emerge,
namely, the �modified� Reynolds number Re, the aspect ratio �,
the capillary number Ca, and the Froude number Fr. More explic-
itly,

Re = �
�VH

�
, � =

H

L
Ca =

�V

�
, Fr =

V2

gH
�1�

The conservation equations are obtained in dimensionless form,
with terms of O��2� and higher being excluded. It is important to
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observe that, similar to lubrication flow, the pressure scale for
thin-film flow is taken as �−2�V /L. This scaling is necessary to
avoid singularity in the limit �→0. It is assumed that no external
�wind� pressure acts on the free surface �15�. In this case, the
continuity equation retains its original form to read

ux + wz = 0 �2�

and the conservation of linear momentum in the x and z directions
reduce to 2:

Re�ut + uux + wuz� = − px + uzz �3a�

pz = −
Re

Fr
�3b�

respectively. Here a subscript with respect to x or z denotes partial
differentiation. Re is sometimes referred to as the modified Rey-
nolds number in lubrication theory �1,16�. In this case, Re
=�2 ReL, where ReL is the Reynolds number based on L. Al-
though ReL may be small for most process flows, it may be large
for low-viscosity liquids. In this work, inertial effects will be in-
cluded to cover the widest range possible of flows. In this case, it
is assumed that Re is at least O�1�. Note that the aspect ratio �,
does not appear explicitly in the equations or boundary conditions.

The evolution of the free surface is dictated by the kinematic
condition:

w�x,z = �,t� = �t�x,t� + u�x,z = �,t��x�x,t� �4�
The dynamic condition reduces to the balance between pressure
and surface tension, and the vanishing of the shear stress at the
free surface. Thus,

p�x,z = �,t� = −
�3

Ca
�xx �5a�

uz�x,z = �,t� = 0 �5b�
The present study is focused on thin-film flow in the visco-inertial
range. It is argued here that the effects of surface tension and
gravity are negligible. These effects enter the conservation of mo-
mentum equation through the streamwise pressure gradient px. In
fact, if Eq. �3b� is integrated and condition �5a� is used, then one
finds, expectedly for a thin film, that the pressure gradient does
not depend on z and is given by px�x , t�=−�Re /Fr��x

− ��3 /Ca��xxx. Now, recalling that one of the major assumptions
for thin film, and for the current boundary-layer approach to hold,
is that the local curvature of the film surface must be sufficiently
small, which is reflected here by the presence of �3 �note that
�xxx�1�. In addition, the surface tension coefficient of typical
coating fluids is small. Lee and Mei �17� examined the formation
of solitary waves on inclined thin-film flow, and determined the
dependence of the Weber number of different liquids on the Rey-
nolds number for both small and large angles of inclination. They
found that surface tension effect decreases strongly with inertia.
Lee and Mei’s results show that, for a film of viscosity �, surface

tension �, and thickness H, flowing at a mean velocity V, the
capillary number behaves roughly like Ca�ReH

2 /�, where ReH
=�VH /� is the Reynolds number based on the film thickness.
Although the current film flow is not gravity driven, it is thin, and
one may therefore reasonably assume that a similar �admittedly
not identical� dependence on the Reynolds number exists for Ca
when the thin film is pressure driven �excluding the substrate
translation for this argument�. Here � is again the ratio of film
thickness and length. This suggests, that the capillary number for
the present problem can be estimated as being Ca=O�Re2 /�3�
=O��−3�, considering Re=O�1�. Now, recall that surface tension
effect for thin-film flow is shown, as condition �5a� suggests, to be
O��3 /Ca� �13,14�. This shows, in turn, based on Lee and Mei’s
result, that surface tension effect is negligibly small for a thin film
at moderate Reynolds number, and is O��6�. Omodei �18� carried
out a two-dimensional finite-element simulation of steady New-
tonian jet flow. He found that the height of the free surface
changes by 8% when the capillary number changes from 0.83 to
infinity at a Reynolds number �based on channel exit half height�
equal to 1, compared with a change in jet thickness of less than
1% when the Reynolds number is greater than 10. A further drop
in capillary number is thus required to observe any palpable
change in jet height at moderately large Reynolds number. How-
ever, further decrease in Ca is not realistic according to experi-
ment. See, for instance, the early study by Goren and Wronski
�19� on capillary jet flow. The capillary number can be large even
for some �essentially� Newtonian fluids with high viscosity such
as polybutene oils. As an illustration, consider polybutene oil with
mean viscosity, �=80 mPa s, density �=1200 kg /m3, and sur-
face tension coefficient �=50 mN /m. The film is assumed to
move at 12 m/s out of a channel of 2 mm gap, on a substrate of 20
mm length. In this case, �=0.1, Re=36 and Ca=19.2, making
surface tension effect of O�10−5�. In this case, the effect of gravity
also appears to be negligible, with Re /Fr=4.9�10−3. Conse-
quently, given the negligible effects of surface tension and gravity,
condition �5a� and Eq. �3b� suggest that the pressure vanishes
everywhere. The pressure will therefore be dropped from Eq. �3a�.

The no-slip and no-penetration conditions at the substrate are,
respectively,

u�x,z = h,t� = � �6a�

w�x,z = h,t� = 0 �6b�

where � is the dimensionless substrate velocity. Additional bound-
ary conditions are also needed at the channel exit. In this study,
the free-surface height and velocity are imposed at the origin x
=0, and are assumed to be independent of time. Thus,

��x = 0,t� = 1 �7a�

u�x = 0,z,t� = − 6z�z − 1� + ��1 − z� �7b�
Condition �7b� corresponds to fully developed Poiseuille–Couette
flow at the channel exit. This assumption is not entirely unreason-
able for thin-film flow. Tillett �20� examined the pressure-driven
flow of a jet near the channel exit, and showed that the deviation
from Poiseuille is of O�ReH

−1�, where ReH is the Reynolds number
based on the channel width, H. Thus, the error resulting from
assuming fully developed conditions at the channel exit in the
present problem is, from Eq. �1�, estimated to be O�� /Re�. Since
Re is assumed to be of O�1�, the error is at most of O���. Finally,
the initially conditions may be written as

��x,t = 0� = �0�x�, u�x,z,t = 0� = u0�x,z� �8�

where �0�x� and u0�x ,z� will be specified later. Given the hyper-
bolic nature of the governing equation, the influence of the initial
conditions on the ensuing flow is crucial �see below�.

2.2 Modal Expansion and Time-Marching Scheme. Prob-
lems �2�, �3a�, �3b�, �4�, �5a�, �5b�, �6a�, �6b�, �7a�, �7b�, and �8�

β

η(x,t)

Free surface

x

z

h(x, t)

Fig. 1 Schematic illustration of the two-dimensional coating
flow emerging from a channel. �„x , t… and �, respectively, rep-
resent the free-surface height and the speed of the substrate.
h„x , t… represents the height/depth of the substrate.
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are now reduced to a transient one-dimensional problem by ex-
panding the flow field in terms of appropriately chosen orthonor-
mal modes in the z direction, and applying the Galerkin projection
method to generate the equations that govern the expansion coef-
ficients. The procedure is closely related to that of Zienkiewicz
and Heinrich in shallow-water theory �21�, which includes the
depth-averaging technique as a limit case. In particular, it is as-
sumed that u can be represented by a contribution of polynomial
shape functions �i�	�, such that

u�x,z,t� = � + �
i=1

M

Ui�x,t�
i�	� �9�

where M is the number of modes, Ui�x , t� are the unknown ex-
pansion coefficients, and 	=1 /��z−h� is the mapping coordinate
from z� �h ,�� to 	� �0, 1�, where �=�−h. The functions �i are
taken to satisfy the condition of orthonormality or

�
i
 j� = �ij, ��ij = 0 if i � j and �ij = 1 if i = j� �10�

where � � denotes the integral over 	� �0, 1� and �ij is the Kro-
necker delta. In addition to the conditions of orthonormality, con-
ditions �5� and �6� impose the following restrictions on the shape
functions:


i�	 = 0� = 0, �i��	 = 1� = 0, ∀ i � �1,M� �11�

where a prime denotes differentiation with respect to 	. The first
five shape functions are given explicitly in the Appendix. Other
shape functions have been used in the past, including trigonomet-
ric functions �12�. Polynomial functions are convenient to use for
general boundary conditions, and seem to work very well. In any
case, the choice of the shape functions is not that crucial given the
not so significant variation of the flow across the thin film.

The vertical component of velocity is obtained by integrating
Eq. �2� over the interval �h ,z�, to give

w�x,z,t� = �
i=1

M

	��	�i − Fi��x + hx�i�Ui − �FiUix
 �12�

where Fi�	�=�
0

	

�id	.The evolution of the free surface is dictated

by an equation that can be obtained by integrating the continuity
Eq. �2� over the interval z� �h ,��. Upon applying Leibnitz’s rule
and using expression �9�, Eq. �4� becomes

�t = − ��
i=1

M

�
i�Uix − �x�� + �
i=1

M

�
i�Ui − hx� �13�

A hierarchy of equations is obtained for the coefficients Ui�x , t�,
when expression �9� is substituted into the momentum Eq. �3�,
which is then multiplied by �i1 and integrated over 	
� �0, 1�. If w is eliminated by using Eq. �12�, then one has

�
j=1

M

����i� j��Ujt + Ujx�� − 	��i� j���ht + hx�� + ��i� j�	���t

+ �x��
Uj� + �
j=1

M

�
k=1

M

����i�� j�k − � j�Fk��UjUkx

− �x��iFj�k��UjUk� =
1

� Re�j=1

M

��i� j��Uj �14�

Systems �13� and �14� are solved subject to conditions �7� and �8�.
Note that Eqs. �7b� and �8� give, respectively, Ui�x=0, t�
= ��iu�x=0,	 , t��−���i�. Ui�x , t=0�= �u0�x ,z��. The solution of
systems �13� and �14� is obtained by using an implicit finite-
difference scheme in t, combined with a sixth-order Runge–Kutta
integration in x.

3 Results and Numerical Assessment
The formulation and numerical implementation above are now

applied to the transient flow emerging from a channel as schemati-
cally illustrated in Fig. 1. The domain of the fluid covers the range
x� �0,��, but the domain of computation will be restricted to x
� �0,10�. The interplay between substrate translation and its to-
pography is emphasized throughout the discussion. Numerical ac-
curacy of the solution procedure is simultaneously assessed. Sub-
strate topography has a significant effect on the evolution of the
flow. Two substrate geometries will be considered to emphasize
the interplay between substrate movement and its topography. Fi-
nally, the flow will be conveniently described in terms of the film
height, ��x , t�, and the mean streamwise velocity, U�x , t�, namely,

U�x,t� = � + �
i=1

M

��i�Ui�x,t� �15�

which is determined once the velocity coefficients are obtained.

3.1 Steady-Film Flow Over a Straight Moving Substrate.
The steady-state solution represents the long-term behavior, after
transient effects have died out, which is usually the behavior of
practical interest in coating flow. For steady-state flow over a
straight substrate, h�x , t�=0, and Eq. �13� is readily integrated to
give a relation between the mean steady-state velocity Us�x�
=U�x , t→��, and steady free-surface height �s�x�=��x , t→��,
namely,

�s�x� =
Uc

Us�x�
�16�

where boundary conditions �7� are implied. Here Uc=1+� /2 is
the mean velocity �or flow rate� at the channel exit, which is
determined from Eq. �7b�.

The steady-state flow is now assessed using four modes. It will
be shown below that this level of truncation leads to acceptable
accuracy. Although the effect of inertia on the flow for a station-
ary substrate has already been examined extensively by Khayat
and Welke �2�, some of the earlier results will be revisited here
given the higher accuracy of the present formulation, which leads
to a qualitatively different solution, especially near the channel
exit. The �=0 results will also serve as reference. Figure 2 shows
the steady-state film profiles at moderately high �Re=100� and
low �Re=5� Reynolds number for different values of �. When
�=0, the flow with dominant inertia exhibits a sharp depression or
strong minimum in film height as it exits the channel, which is
followed by an almost linear increase with distance downstream.
The earlier calculation of Khayat and Welke �2� led to an essen-
tially linear increase with distance everywhere. The current result
may then be viewed as an improvement for small x. This behavior,
which is typical of high-inertia flow, is similar to the one predicted
by Watson’s �22� similarity solution for radial and two-
dimensional flow of a jet impinging on the disk. The reader is also
referred to Fig. 5-2.1 in the book by Middleman �23�, where a
similar film height is shown for inviscid flow. This minimum in
film height is located very closely to the channel exit in the ab-
sence of substrate movement. Some significant observations can
be made in the presence of substrate movement ���0�. There is a
widening of the depression, accompanied by a weakening of the
minimum in surface height, as � increases. Simultaneously, the
film height diminishes everywhere proportionately to �, while the
mean flow gains strength with �. For any �, the film height is
found to increase almost linearly downstream of the depression.
At relatively large value of ���=2�, the film height decreases as
the flow emerges from the channel, but tends to level off at large
x.

A different response is predicted for a flow at low Reynolds
number, which is also typically illustrated in Fig. 2 for a flow at
Re=5. In this case, the film height tends to expand strongly with
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x, accompanied by a sharp fall in velocity. There is still, however,
for ��0, a minimum in film height near the exit, but is located
much closer to x=0. Note that the response is strictly monotonic
with x when �=0. The strong expansion near the channel exit is
typical of low-inertia thin-film flows �1�. The results for Re=5
clearly hint to potential difficulties that may be encountered in the
coating of highly viscous fluids. They also indicate that substrate
movement tends to attenuate the strength of the expansion, even-
tually leaving the film essentially flat when ��2. Far down-
stream, only the case �=0 exhibits an essentially linear growth
with x. For ��0, the growth is much weaker with distance. In
fact, the film height tends to level off at large x. The correspond-
ing flow field shows a semiparabolic appearance compared with
the parabolic response predicted at Re=100.

3.2 Assessment of Accuracy for Steady State and Limit
Flows. It will be shown below that only a few modes �M �4� are
needed to secure convergence and accuracy of the numerical so-
lution. However, an analytical solution is possible when only one
mode is retained, which allows a preliminary exploration of the

qualitative interplay between substrate movement and driving
pressure. In order to simplify the �analytical� solution further,
some limit flows will also be considered. For an arbitrary number
of modes, the expansion coefficients for the velocity are obtained
by solving Eq. �14�, with the time derivative terms set equal to
zero, as a set of ordinary differential equations in x. For a one-
mode solution, Ui�1�x , t� are set equal to zero, and the equation
for U1s�x��U1�x , t→�� reads

�� + C1U1s�U1sx − ��C5 + C2U1s�U1s
�sx

�s
= C4

U1s

�s
2 Re

�17�

where C1= �
1�
1
2−
1�F1��, C2= �
1F1
1��, C3= �
1�, C4= ��1�1��

and C5= �
1
1�	�. The equation that governs Us�x� is readily ob-
tained upon integrating Eq. �17� and using Eq. �16�, namely

1

�
ln� �Us − ��Uc

�Uc − ��Us
� + CA� 1

Us
−

1

Uc
� + CB

�

2
� 1

Us
2 −

1

Uc
2�

= C4
x

Re Uc
2 �18�

where CA=1− �C1 /C3�− �C2 /C3� and CB= �C2 /C3�−C5. If �=0,
the mean steady-state velocity and the corresponding film height
are easily obtained.

Us�x� =
Re

Re + cx
, �s�x� = 1 + c

x

Re
�19�

where c=2.22. These expressions are comparable to those ob-
tained by Watson �22� for two-dimensional flows using a similar-
ity solution. In Watson’s case, c=� /�3=1.813, which is smaller
than the current value �based on one mode only�. Note that the
first mode steady-state solution leads to closer agreement with
Watson’s similarity solution than that based on the depth-
averaging method. It is recalled that the depth-averaging formula-
tion assumes a semiparabolic velocity profile in the transverse
direction and gives c=2.5. The method can be regarded as corre-
sponding to the leading-order formulation in �. For further discus-
sion on the physical significance of solution �19�, the reader is
referred to the paper by Khayat and Welke �2�.

In general, Eq. �18� is a nonlinear algebraic equation, which can
be solved numerically or symbolically. However, its form is alge-
braically complicated with little insight. Further insight is gained
by considering the flow when the substrate velocity � is large
���1�. In this case, one obtains the following asymptotic behav-
ior for the solution of Eq. �18�:

Us =
�

2�� 2C4x

CB Re �
+ 4 − 1 + O� 1

�
 �20a�

�s =� 2C4x

CB Re �
+ 4 − 1 + O� 1

�
 �20b�

Note that it is assumed that the product Re �=O�1�. Clearly,
expressions �20� indicate that, at large �, the surface height �mean
velocity� decreases �increases� monotonically with x. Also, in the
absolute limit �→�, the flow reaches plug-flow conditions ��s

=1, Us=� /2�. In this limit, and as expected, the motion is in-
duced solely by the translation of the substrate, with the channel
driving pressure having essentially no influence on the flow. It is,
however, recalled that solutions �20� are based on the one-mode
formulation, and may exhibit a significant discrepancy when
higher-order modes are included.

The accuracy of the full formulation and numerical implemen-
tation can be further assessed against the similarity solution of
Watson �22�. The �two-dimensional� similarity solution is as-
sumed to be valid far from the channel exit. Comparison of the
free-surface slopes based on the similarity and other �including

Fig. 2 Influence of substrate movement on steady-state film
height for a fluid with moderately high inertia, Re=100, and low
inertia, Re=5.
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current� formulations is reported in Table 1. The calculated slopes
are in fact the asymptotic values reached far downstream. Table 1
summarizes the influence of higher-order modes on the accuracy
of the solution. When only the first mode is retained in the current
formulation, the free-surface slope is overestimated by 22%, but
the steady-state analytical solution can still give an overall quali-
tatively accurate prediction. The solution is under- or overesti-
mated depending on the number of modes included, but the abso-
lute value of the relative error decreases continuously with M.
Convergence is essentially attained for M �4.

Another useful criterion to assess the accuracy of the steady-
state results is the conservation of mass. In this case, the values of
the exact flow rate are compared with the one numerically calcu-
lated. Table 2 shows the relative error resulting from the lack of
mass conservation, at different substrate velocities, �. It is clear
from the table that the inclusion of only four modes is needed to
reduce the error to less than 0.2%. It is also observed that the
overall error depends weakly on �. Indeed, the error tends to
decrease slightly as � increases. This is somewhat expected since
the flow tends to align itself with the moving substrate as the
velocity of substrate increases. In this case, shearing becomes less
dominant, eventually resulting in plug-flow situation �as �→��.

3.3 Transient Flow and Influence of Initial Conditions.
The transient response is now considered in some detail. Although
it is the long-term behavior that is of primary interest in coating
operations, the transient behavior can be important because of its
relevance to the beginning or the end of the coating process. More
importantly, the examination of transient flow will help decipher
some of the potential difficulties, encountered under processing
conditions, which may prohibit the steady �long-term� process
from being at all achieved. The transient response will of course
depend on the initial conditions, which are expected to have a
significant influence on the ensuing flow. In this case, the flow
stability can depend on the type of conditions used. The sensitive

dependence of the flow on initial conditions originates from the
hyperbolic nature of the thin-film flow with non-negligible inertia.
The flow response will be investigated for different initial condi-
tions in order to establish the parameter range for shock
formation.

Consider the practical situation where the initial state of the
fluid corresponds to an infinite fluid layer with a thickness that
decreases with x. Thus, the thickness may, for instance, be taken
to decrease from one at x=0, reaching 0.2 at x=10, and remaining
0.2 for x�10. The velocity is also assumed to decrease with x, but
follows a parabolic dependence on z similar to the velocity distri-
bution inside the channel, and reaches plug-flow conditions far
downstream from the channel exit. The initial conditions may then
be written as

��x,t = 0� = 1 − 0.8 sin
�x

20

u�x,	,t = 0� = �− 6	2 − �� − 6�	 + ���1 − sin
�x

20
 + � sin

�x

20

�21�

Consider the flow with moderately high inertia, Re=100. The in-
fluence of substrate movement on transient flow is reflected in
Fig. 3, where the film profiles are shown for different values of �.
For �=0, the film experiences an increase in thickness with both
x and t. The film surface exhibits a wave that propagates down-
stream and steepens with time. After some time, t�4, the trailing
edge of the wave �x�3.5� already attains the steady state. There is
an accumulation of fluid in the depthwise direction, corresponding
to a considerable steepening of the wave front, which eventually
results in the emergence of a discontinuity or a shock wave. It is
interesting to observe that the film height is practically unchanged
for x�10.

For a moving substrate ���0�, Fig. 3 indicates that the growth
rate of the wave is slower than for a stationary substrate ��=0�,
which eventually results in delaying the formation of shock. It is
important to note that for relatively small substrate speed �see the
case �=1� a shock indeed occurs but at a location further down-
stream �x�10�. In contrast to the case �=0, the film surface tends
to rise with time at x=10. It is evident that the trailing edge of the
wave, which has advanced downstream, has already attained the
steady state over more than half of the computational domain �x
�7 compared with x�3.5 for �=0�. Note that the steady state
may be reached over the entire computational domain if the simu-
lation is carried out for longer time �for t�8�. Although the total
simulation time is still 8 time units, the adherence to the steady
state covers a longer distance than for �=0, and this behavior
becomes even more evident as � increases further �refer to the
case �=2�. Hence, the flow tends to stabilize with increase in �
regardless of the total simulation time.

Several distinct and significant changes in flow response occur
when � is further increased. First, shock formation appears to be
prohibited by substrate movement. This is simultaneously re-
flected in the relatively small deviation of film height from steady
state, as well as in the lengthening �diffusion� of the wave tail,
which embraces the steady state over the whole computational
domain. Second, the steady-state film profile exhibits a significant
departure from the linear growth predicted for small �, especially
near the channel exit. There is a contraction that develops, which
is typical of high Reynolds number flow. Third, the velocity loses
its monotonic behavior with x as it exhibits a strong maximum
near the channel exit, which is followed by a minimum and an-
other maximum of approximately the same strength. Further
downstream, however, the velocity tends to decrease essentially
monotonically with x. Fourth, although the initial film height re-
mains independent of �, the initial velocity distribution tends to
become flat �independent of x� for large �. This flattening plays a

Table 1 Error assessment of various formulations against
Watson’s similarity solution

Formulation d�s /dx
Relative error

�%�

Watson �22� 1.813 0
Depth averaging �24� 2.500 +38
Khayat and Welke �2� 1.950 +7
Current formulation M =1 2.220 +22
Current formulation M =2 1.770 �2
Current formulation M =3 1.826 +0.7
Current formulation M =4 1.809 �0.2

Table 2 Error assessment based on conservation of mass

� Exact flow rate Mode Calculated flow rate
Relative error

�%�

0.0 1.0 1 0.875 �12.5
2 1.023 +2.3
3 0.993 �0.7
4 1.002 +0.2

1.0 1.5 1 1.354 �9.7
2 1.526 +1.7
3 1.492 �0.5
4 1.503 +0.2

2.0 2.0 1 1.833 �8.3
2 2.030 +1.5
3 1.990 �0.5
4 2.003 +0.15
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determining role in shock formation as will be seen below. More-
over, whether shock formation becomes completely prohibited
once a critical � value is reached remains to be confirmed, and
will be discussed next.

The observations above regarding the origin of wave growth
and its decay, and the role of initial conditions are best understood
for a system that is similar but is much simpler than the full
M-mode system of equations. Since the wave growth depicted in
Fig. 3 occurs for moderately high Reynolds number �Re=100�,
the discussion can and will be restricted to inviscid flow. In addi-
tion, only the solution based on the first mode will be examined,
since the qualitative �and to a good extent the quantitative� re-
sponse is captured by the first mode. The variation in the flow
across the film, as well as the depthwise flow component,
w�x ,z , t�, in the momentum equation, will also turn out to be
negligible �see below�. In this case, the relevant equations are the
continuity and the x-momentum equations, which reduce to

�t + �Ux + U�x = 0 �22a�

Ut + �CDU − CC��Ux = 0 �22b�

where CC= �
1
3� / �
1�−1 and CD= �
1

3� / �
1� are positive con-
stants. Despite its simplicity, system �22� comprises the essence of
nonlinear thin-film flow, and thus can explain the dependence of
flow evolution on initial conditions and �. Note that Eqs. �22�
must be solved subject to the following boundary conditions:

��x = 0,t� = 1, U�x = 0,t� = � + ��1���u�x = 0,	,t��1� − ���1��
�23�

where u�x=0,	 , t� is given by Eq. �7b�. It is not difficult to show
that system �22� is indeed hyperbolic since it admits two real
eigenvalues, corresponding to the two characteristic directions U
and CDU-CC�. In this case, it is anticipated that the solution will
be sensitive to the type of initial conditions used.

Consider first the case �=0. If Ux is negative at t=0+ �with U
and � being positive� such as for the sinusoidal conditions �21�,
system �22� indicates that both U and � grow initially. The growth
rate is higher near the channel exit �x=0� owing to larger velocity
gradient and free-surface slope. This explains why steady-state
conditions are first reached upstream �of the wave�. The continu-
ous growth with time eventually results in a sharp discontinuity in
both the velocity and the free surface as observed earlier. This is
accentuated by the symmetry breaking �x→−x� character of the
convective terms. Unlike the free surface, the velocity cannot
reach a maximum. In fact, Eq. �22b� indicates that, for �=0, the
steady-state solution U=1 is the only maximum allowed. Equa-
tion �22a� indicates in turn that the maximum in the surface el-
evation grows at a rate �−�Ux, which reflects the direct relation
between the steepness of the wave and elongational effect. When
��0 �with Ux�0 and U�0� U does grow, but at a slower rate
according to Eq. �22a�, and thus causes U to become discontinu-
ous at a later time, at a location further downstream along the
substrate. The free surface follows the same behavior, for it is
coupled to the mean velocity through Eq. �22a�. The delay in time
and shift in location of the shock increase with �, as long as �
�CDU /CC, at different rates that depend on the value of �. How-
ever, the shock is permanently obliterated at and after this value.

The arguments and observations above can be generalized by
noting the close relation that exists between the nature of the
initial conditions and the solution of hyperbolic systems. Indeed,
system �22� is hyperbolic, and will now be analyzed using the
method of characteristics. Since the velocity is decoupled from the
surface height, discussion will be limited to the solution of Eq.
�22b�. The problem is here restated conveniently as

Ut + �CDU − CC��Ux = 0 �24�

subject to the following initial and boundary conditions:

Fig. 3 Evolution of free surface at equal intervals of time, in-
cluding the initial „t=0… and the steady state „dashed curve…
profiles, at Re=100, for a flat substrate moving at different
speeds
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U�x,t = 0� � U0�x� = � + ��1���u�x,	,t = 0�� − ���1��

U�x = 0,t� = � + �
1���u�x = 0,	,t�� − ��
1�� �25�

over the interval x� �0,��. It is observed that Eq. �24� reduces to
dU /dt=0 along the family of characteristics defined by dx /dt
=CDU−CC�, forming a system of ordinary differential equations
in U and x subject to initial conditions U=U0��� and x=�, where
� is a parameter. Thus, CDU−CC� is constant on dx /dt=CDU
−CC�, and the characteristics are straight lines with speed CDU
−CC�. It is well established that if U0 is a nondecreasing function
on the x interval, a smooth solution exists for all t�0, which is
given by U�x , t�=U0��� �25�, where � in this case is given implic-
itly by �=x− �CDU0���−CC��t. Therefore, for a singularity
�which corresponds to the formation of a shock� to occur, U0 must
decrease in some open interval of x.

In order to demonstrate the occurrence of singularities, consider
the case U0�x��0 and U0��x��0 for x� �0,��. Therefore, the
speeds of the characteristics satisfy U0��1��U0��2�, where �1
and �2 are two points on the x-axis, with �1��2 from which the
characteristics emanate. Thus, the characteristic emanating from
�1 is faster than the one emanating from �2; the two characteris-
tics eventually cross, thus giving rise to a double-valued solution.
The situation is illustrated in Fig. 4, where the characteristics for
different values of � are shown. For �=0, a smooth solution of
problems �24� and �25� cannot exist for all t�0. Indeed, a time,
called breaking time t= tb, is reached when a gradient catastrophe
occurs, at x=xb, and the smooth solution breaks down giving rise
to a shock, which manifests itself in the steepening of U�x , t�. In
this case, tb=5.6 and xb=6.3. These values are in close agreement
with the estimated breaking time 5.4 and location 6.4 based on the
full solution in Fig. 3. For a moving substrate, the initial condition
U0 depends on �, the velocity of the substrate, and thus is not
always decreasing with x �see Table 3�. In order to determine tb
one first observes that, along the characteristic given by �=x
− �CDU0���−CC��t, Eq. �24� admits the following implicit solu-
tion for U, namely, U=U0�x− �CDU−CC���t. Consequently, the
velocity gradient along the characteristic is given by Ux

=U0���� / �1+U0����CDt�. A gradient catastrophe occurs whenever
the denominator vanishes. In general, once U0��� is prescribed,
the breaking time is given by tb=−1 /U0���b�CD, with �b being the
value of � that corresponds to maximum �U0�����. It is important to
observe that tb is positive only if U0��� is decreasing. Table 3
shows the breaking time tb and the location of the singularity
�blowup� point xb at different values of � for an initial condition
U0 �x� corresponding to Eq. �21�. It is important to note that as �
increases the singularity occurs at a later time and further down-
stream. As is evident from the table, the absolute value of the
slope U0���� decreases with �; this means that the difference be-
tween the speeds of the characteristics emanating from two arbi-
trary points �1 and �2 on the x-axis �with �1��2� decreases and
thus these two straight lines cross after a longer time and distance.

Thus, a smooth solution exists for a long time. This explains
why shock is delayed with increase in substrate velocity. The
characteristics for �=1 in Fig. 4 are typical for all values of �
�1.68. As shown in the table at �=1.68 the breaking time and the
location of the blowup are infinite, which means that the shock
has been abated everywhere. This can be explained based on the
fact that U0��� is now nondecreasing. Since U0����=0 for �
=1.68, all the characteristics move at the same speed and never
cross. Therefore, the solution is smooth for all t�0, for �
1.68 as is confirmed in Fig. 4, by the characteristics for �=2. In
this case, an expansion wave occurs as reflected by the fanning of
the characteristics.

The observations based on the analysis above are now used to
examine the flow with no possibility of shock formation. Thus,
consider the problem with uniform initial conditions, which cor-

Fig. 4 Characteristic diagrams showing the characteristic
curves �=x− †CDU0„�…−CC�‡t, for decreasing initial conditions
„23… at different substrate speeds. The characteristics are pa-
rameterized by their intersection � with the x-axis „x>0…
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respond to a fluid initially with the same conditions everywhere as
at the channel exit. In other words, ��x , t=0�=1 and U�x , t=0�
=1+� /2. The resulting flow is shown in Fig. 5 for �=0, 1, and 2,
and Re=100. It is clear from the figure that there is no shock that
forms with time for any substrate speed. Although the film height
increases with t and x, there is no singularity experienced by the
free surface. Indeed, the slope of the free surface remains essen-
tially unchanged with time, after the initial stages. This is particu-
larly evident from the evolution of the velocity profiles. The char-
acteristics in this case, corresponding to problems �24� and �25�
are straight parallel lines. Clearly tb and xb are infinite.

3.4 Flow Over a Moving Undulated Substrate. Consider
the transient flow over an undulated �sinusoidal� substrate. The
substrate geometry is defined as

h�x,t� = A sin�2��

10
�x − �t�� �26�

where A is the amplitude of modulation and � is the wave num-
ber. It is important to note that for this substrate topography there
is no steady state because of the presence of continuous distur-
bance induced by the movement of the modulated substrate. Nev-
ertheless, the steady-state solution will be considered for �=0.
Initial conditions �21� are used. The accuracy of the transient will
also be assessed.

Consider the flow at a relatively high Reynolds number Re
=100. The evolution of free-surface component is shown in Fig. 6
over a period of 4 time units, for �=0, 1, and 2. The results are
shown for the sinusoidal substrate with high amplitude of modu-
lation A=0.5 and wave number �=1. The figure for �=0 shows
free-surface profiles at equal intervals of 0.4 time units, including
the initial conditions and the substrate topography �thick curve at
the bottom�. There is a tendency of the fluid to propagate down-
stream, but more importantly, it tends to move upward, leading to
the formation of a primary solitary wave, which is similar to that
corresponding to a flat substrate. The presence of modulation,
however, causes the formation of a secondary wave of growing
amplitude with time, and traveling ahead of the primary wave, at
a constant velocity. The two waves appear to propagate at almost
the same speed, similarly to wave trains encountered in gravity
driven flow �1�. There is also a tertiary wave of smaller amplitude
that emerges, but in contrast to the primary and the secondary
waves, it remains stationary; only its height changes with time.
There is a significant qualitative difference between the primary
and the secondary waves. The secondary wave is narrower, and
exceeds the steady-state level. The primary wave increases in am-
plitude with time, exhibiting a parabolic shape that reflects the
shape of the substrate crest, and eventually embraces the steady-
state profile. It is evident that the steady-state film height exhibits
a shape that is essentially similar to and in phase with the sub-
strate topography. This behavior is reminiscent of the flow over
mounds and trenches that are relatively large compared with the
film thickness �4�.

For relatively small �, a primary wave still forms, but its
growth rate is slower than for a stationary substrate ��=0�. In
contrast to the case of stationary substrate, the primary wave
moves downstream with time, with smaller amplitude. The sec-

ondary wave also exhibits a decrease in its growth rate, and moves
downstream with time. It is important to note that there is still a
sharp discontinuity �shocklike structure� in the film height, but it
occurs with smaller amplitude at a distance further downstream,

Table 3 Time and location of the shock for sinusoidal initial
conditions

� U0���� U0���b� tb xb

0.0 �0 �0.134 5.6 6.3
0.5 �0 �0.096 8.1 10.4
1.0 �0 �0.055 14.0 20.3
1.68 =0 0.0 � �
2.0 �0 0.03 �30.0 �53.0

Fig. 5 Evolution of free surface at equal intervals of time, in-
cluding the initial „t=0… and the steady state „dashed curve…
profiles, for a stationary and a moving substrate. Flat initial
conditions are used and Re=100.
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x�8 for �=1 compare with x�4 for �=0, and at a later time.
The tertiary wave, however, is not stationary like the case �=0,
but moves downstream with time. It is evident that the film height
at x�10 is not constant as in the case of stationary substrate, but
varies with time. It is evident that the demarcation between the
primary and the secondary waves becomes less prominent when
��0. The secondary wave advances further downstream with a
noticeable decrease in the amplitude; the amplitude has, in fact,
decreased by 29% between �=0.5 �not shown� and �=1. The
wave moves at a constant speed. Thus, the effect of substrate
movement is to shift the shock spatiotemporally. This effect is
much more pronounced if value of � is further increased.

The flow evolution for �=2 exhibits even further departure.
The primary and secondary waves appear to have coalesced. In
the early stages, the free-surface height experiences a minimum as
the flow exits the channel and then following a maximum, de-
creases monotonically. With time, however, it exhibits alternate
minima and maxima. It is evident that there is no steepening of
the waves. In fact the waves translate downstream, thereby con-
firming the absence of any shocklike structure �gradient catastro-
phe�. The flow details in the case of moderately high substrate
speed ��=2� are further appreciated from Fig. 7, which shows the
flow field and contours of velocity magnitude at different time
units over a period of 6 time units. The initial flow field and the
substrate geometry are also shown.

In order to assess the overall influence of substrate topography
in the case of a continuous substrate, the flow over a substrate
with smaller amplitude but higher wave number is examined, with
A=0.2 and �=2. Figure 8 shows the flow evolution for Re=100.
It is interesting to observe that the wave amplitude has actually
decreased only for a moving substrate as a result of decrease in
modulation amplitude of the substrate. For a stationary substrate,
the secondary wave is of significant strength. The tertiary wave,
however, is indeed there, but with almost negligible amplitude.
The steady-state film profile embraces closely that of the sub-
strate, showing a free-surface elevation essentially commensurate
with that of the substrate.

For a moving substrate at moderate speed ��=1�, Fig. 8 shows
that the primary wave becomes more significant than in the case
of �=0. There is a noticeable reduction in the amplitude of the
wave, and the front advancement of the wave is also faster than in
case of high-amplitude substrate �compare with Fig. 6�, but the
leading edge of the secondary wave is not as steep. The demarca-
tion between the primary and the secondary waves is also less
pronounced. Also there is no sharp discontinuity �shocklike struc-
ture�. For �=2, the free surface behaves in more or less the same
way as in the case of high-amplitude substrate, except that the
amplitudes of the wave train are smaller.

3.5 Numerical Assessment for Transient Flow. The assess-
ment of numerical accuracy and convergence has so far been car-
ried out for steady flow. In this case, the accuracy of the transient
formulation is addressed for high-inertia flow over a substrate
with high amplitude of modulation, thus under significant nonlin-
ear effects. The calculations were repeated for various values of
the time increment, �t, and the number of modes, M. The influ-
ence of �t is examined by monitoring the maximum height,
�max�t�, for 0.1 t0.025 �M =4�. Generally, it has not been dif-
ficult to avoid numerical instability by varying the time increment
and monitoring its effect on the evolution of the flow. In fact,
convergence is essentially achieved for �t�0.04. This is also
confirmed through additional calculations carried out for different
inertia levels and substrate velocity. The influence of the number
of modes is an important issue . The number of modes M was
varied ranging from M =1 to M =4, at different values of �. Figure
9 shows variation in free-surface height with time at a fixed loca-
tion x=5, for different levels of truncation. For a stationary sub-
strate ��=0�, there is some difference between the free-surface
height based on the M =1 and that based on M =2, which grows

Fig. 6 Evolution of free surface at moderately high inertia
„Re=100… at equal intervals of 0.4 time units over a period of 5.2
time units, including initial „t=0… profiles, for mildly undulated
substrate at different speed „�=0,1,2…. Here A=0.1 and �=1.
Also shown are the steady state „dashed… and substrate topog-
raphy „thick solid… lines for the case �=0.
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with time and becomes constant after some time t�1. Neverthe-
less, there is not much difference between the free surface based
on M =2 and those based on M =3 and 4. This agreement occurs
over the whole time period, which means that convergence is
essentially achieved for M �3. For a moving substrate ��=2�, the
figure shows variation in free-surface height over a period of 3
time units, at different levels of truncation. It is evident that all the
modes are essentially coincident over a period of t�2 time units.
Thereafter, the free surface based on M =1 exhibits a significant
deviation from the other solutions. The free surface does not
change noticeably in transition from M =3 to M =4. Thus, conver-
gence is achieved at M �3. In summary, all the results presented
in this study are based on M =4, and �t=0.04. Additional calcu-
lations show that this level of truncation �M =4� appears to be
independent of substrate geometry.

3.6 Flow Over a Flat Substrate With a Bump. It is appro-
priate to analyze a substrate with a different geometry, given the
fact that the flow response is strongly affected by substrate topog-
raphy. The analysis so far has focused on a continuous substrate
topography. A discontinuous variation in substrate geometry is
taken here to correspond to a flat substrate with a bump near the
channel exit. The bump serves as a moving obstacle in the flow,
and is thus interesting to analyze. The substrate topography is
given by

h�x,t� = �A sin��

4
�x − �t��, �t � x � �t + �

0, x  �t + �
� �27�

A represents the maximum height of the bump. The presence of a
discontinuity in the substrate topography violates in principle one
of the basic assumptions for thin-film flow, namely, that related to

small curvature. However, in their study on thin film over variable
topography, Kalliadasis et al. �4� examined the flow over square
ridges and bumps. The presence of sharp corners does not seem to
lead to significant inaccuracies. The absence of inertia in their
study allowed Kalliadasis et al. to confirm this conclusion by
comparing their thin-film formulation with the boundary element
method.

The bump is near the channel exit initially, but moves down-
stream with time. Again, the initial conditions corresponding to
Eq. �21� will be used in this case. It is important to note that, in
this case, and in contrast to the case of undulated substrate, the
steady state exists for all values of �. An interesting question
arises as to whether the steady state in the case of a moving bump
is stable. The evolution of the flow is shown in Fig. 10 for mod-
erately high inertia, Re=100 and for a substrate with A=0.5. For
a stationary substrate ��=0�, the primary wave increases in am-
plitude with time, exhibiting a parabolic shape that reflects the
shape of the bump, and eventually embracing the steady state.
Because of the presence of the bump, the flow exhibits a second-
ary and a tertiary wave, the amplitude of the latter being smaller
than the former �as in the case of the continuous sinusoidal sub-
strate�. However, in this case, the depression between the primary
and the secondary waves is quite significant, and that between the
secondary and the tertiary waves is even more significant than in
the case of the sinusoidal substrate. It is once again important to
notice the steepness in the secondary wave, which eventually re-
sults in a sharp discontinuity.

The influence of substrate movement is depicted also in Fig. 10
for �=1 and 2. The steady state in these cases corresponds to that
of a film over a straight substrate, long after the bump has moved
downstream. The steady state thus prevails after the bump has

Fig. 7 Flow field and contours of velocity magnitude at different times for a sinusoidal substrate with A=0.5 and �=1. The
velocity of the substrate is �=2.
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moved completely out of the computational domain. Figure 10
shows that for �=1, the primary wave moves downstream while
being in phase with the bump. It is evident that the growth rate of

the secondary wave, which also moves downstream, is slower
than in the case of stationary substrate, eventually resulting in
delaying the formation of shock. The trailing edge of the primary
wave already attains steady state over more than half of the com-
putational domain �x�6, compared with x�4 in case of �=0�.
Thus the effect of substrate movement is to stabilize the flow. The
flow exhibits remarkably different response if the value of � is
further increased. For �=2, there is no distinction between the
primary and secondary waves among the several waves that are
present. Also, shock formation appears to be prohibited by sub-
strate movement. This is simultaneously reflected in the relatively
small deviation of the film height from the steady state, as well as
in the diffusion of the wave tail, which embraces the steady state
over most of the computational domain.

Finally, the flow details for the case of �=2 are further appre-

Fig. 8 Evolution of free surface at moderately high inertia
„Re=100… at equal intervals of 0.4 time units over a period of 5.2
time units, including initial „t=0… profiles, for mildly undulated
substrate at different speeds „�=0,1,2…. Here A=0.2 and �=2.
Also shown are the steady state „dashed… and substrate topog-
raphy „thick solid… lines for the case �=0.

Fig. 9 Influence of higher-order modes at �=0 and �=1, for
high-inertial flow, Re=100, in the absence of gravity, and for a
sinusoidal substrate with A=0.5 and �=1. The figure shows
variation in free-surface profiles „at fixed location, x=5… when
different numbers of modes are retained.
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ciated from Fig. 11, which shows the flow field and contours of
velocity magnitude at different time units over a period of 6 time
units. The initial flow field and the substrate geometry are also
shown.

4 Conclusion
The effect of substrate topography and its movement on the

transient two-dimensional pressure-driven Newtonian coating
flow, with inertia, is examined in this study. The fluid emerges
from a channel, wherein Couette–Poiseuille conditions are as-
sumed to prevail, and flows over a moving substrate of arbitrary

Fig. 10 Evolution of free surface at moderately high inertia
„Re=100… at equal intervals of 0.6 time units over a period of 5.4
time units, including initial „t=0… profiles, for a substrate with a
bump at different speeds „�=0,1,2…. Here A=0.5. Also shown
are the steady state „dashed… and substrate topography „thick
solid… lines for the case �=0.

(a)

(b)
Fig. 11 Flow field and contours of velocity magnitude at dif-
ferent times for a substrate with a bump with A=0.5. The veloc-
ity of the substrate is �=2.
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topography. The boundary-layer equations for thin-film flow are
solved by expanding the flow field in orthonormal modes over the
depth. The Galerkin projection method is applied to generate the
equations governing the expansion coefficients. A time-marching
implicit finite-difference discretization, together with a spatial
Runge–Kutta integration scheme, is implemented to obtain the
spatiotemporal behavior of the free-surface shape and the flow
field.

Substrate topography is found to have a significant effect on the
flow response. It is found that the movement of a continuous
sinusoidal substrate gives rise to the formation of a secondary
wave, following the primary wave that propagates downstream,
with continuous steepening and after some time results in a sharp
discontinuity �gradient catastrophe�. A standing or tertiary wave
following the secondary wave also forms. The effect of substrate
movement is to delay and eventually to remove the discontinuity
induced by the secondary wave. Another substrate geometry ex-
amined in this study, is a flat substrate with a bump over its
surface. In this case there exists a stable steady state. The primary
wave moves with the substrate in phase with the bump.

Appendix: Shape Functions
In this appendix, the first five shape functions are listed,

namely,

�1�	� = − 1.369306393	2 + 2.738612788	

�2�	� = 14.37947255	3 − 27.41086955	2 + 11.68332144	

�3�	� = − 80.71414203	4 + 183.7798927	3 − 126.9252058	2

+ 25.36730180	

�4�	� = 389.9538429	5 − 1057.971363	4 + 994.0868796	3

− 372.4133056	2 + 44.68221123	

�5�	� = − 1763.606622	6 + 5597.733212	5 − 6635.908240	4

+ 3599.673097	3 − 866.3257670	2 + 70.23887810	

Note that these functions satisfy conditions �11�.
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Weakly Nonlinear Stability
Analysis of a Thin Liquid Film
With Condensation Effects During
Spin Coating
This paper investigates the stability of a thin liquid film with condensation effects during
spin coating. A generalized nonlinear kinematic model is derived by the long-wave per-
turbation method to represent the physical system. The weakly nonlinear dynamics of a
film flow are studied by the multiple scales method. The Ginzburg–Landau equation is
determined to discuss the necessary conditions of the various states of the critical flow
states, namely, subcritical stability, subcritical instability, supercritical stability, and su-
percritical explosion. The study reveals that decreasing the rotation number and the
radius of the rotating circular disk generally stabilizes the flow.
�DOI: 10.1115/1.3222907�

Keywords: spin coating, stability analysis, rotation number

1 Introduction
Spin coating is a process for coating the surface of a spinning

substrate, wherein a liquid coating material is dispensed radially
from the center to the edge or from the edge to the center of the
substrate, after which the coating material is cured. The spin coat-
ing process is one of the fundamental fabrication methods found
in integrated circuit �IC� chip manufacturing processes such as
wafer manufacturing, photolithography and sputtering deposition.
For example, photolithography �1� is a patterning process that
transfers a designed pattern from a mask to a photoresist on a
wafer surface. The photolithography process can be subdivided
into three main operations: photoresist coating, alignment and ex-
posure, and photoresist developing. In fact, photoresist coating is
the most important process in photolithography since macroscopic
instability can cause detrimental conditions to occur in film flows,
with very harmful consequences to the quality of the final product.
Therefore it is highly desirable to develop suitable working tech-
niques for homogeneous film growth, techniques that are able to
adapt to various flow configurations and associated time-
dependent properties. For these reasons, the ability to control and
maintain uniform and stable thin films is an important research
topic with regard to spin coating �2,3�.

Linear stability theories for various film flows have been pre-
sented by Chandrasekhar and Lin using the long-wave perturba-
tion method to study condensate flow linear instability problems.
Benney �4� studied the nonlinear evolution equation for film flow
free surfaces using the small parameter method. The solutions
thus obtained can be used to predict nonlinear instability condi-
tions. However, the solutions cannot be used to predict supercriti-
cal stability since the influence of surface tension is neglected in
the modeling process of the small parameter method. The effect of
surface tension was studied by Lin �5�, Nakaya �6�, and Krishna
and Lin �7�, who considered that it was one of the necessary
conditions, treating it as zeroth order terms. Atherton and Homsy
�8� discussed the derivation of complicated nonlinear partial equa-
tions, evolution equations that describe the movement of a fluid-

fluid interface. Ünsal and Thomas �9� investigated the nonlinear
stability of vertical condensate film flow by using perturbation
methods. Marschall and Lee �10� accounted the disturbances in
the temperature field and predicted the existence of a critical Rey-
nolds number below which the condensate film flow is stable.
They concluded that condensation will stabilize the film flow and
evaporation will destabilize the flow.

Extensive studies on the hydrodynamic stability problems re-
garding rotating-disk flow have already been investigated by sev-
eral researchers. Emslie et al. �11� were the pioneers who analyzed
a Newtonian liquid flowing on rotating disk. The flow is governed
by a balance between the centrifugal force and the viscous resist-
ing force. It was shown that the nonuniform distribution in the
initial film profile tends to become uniform during spinning. This
model has been widely employed in the subsequent investigations.
Higgins �12� analyzed the flow of a Newtonian liquid placed on
an impulsively started rotating disk. In this work, a uniform film
thickness is assumed and the method of matched asymptotic ex-
pansions is adopted. It is showed that for films that maintain a
planar interface there exists a self-similar form for the velocity
field that allows the radial dependence to be factored out of the
Navier–Stokes equations and boundary conditions. Kitamura et al.
�13� solved the unsteady thin liquid film flow of nonuniform
thickness on a rotating disk by asymptotic methods.

In the present study, the authors present a weakly nonlinear
stability analysis of a thin liquid film with condensation effects
during spin coating. The authors consider condensation effects
because a significant amount of vapor condenses due to cooling
during spin coating, making the presented results more compatible
with practical situations. The influence of the rotational motion
and the disk size on the equilibrium finite amplitude is studied and
characterized mathematically. In an attempt to verify the compu-
tational results and to illustrate the effectiveness of the proposed
modeling approach, several numerical examples are presented.

2 Mathematical Formulation
Figure 1 shows the appropriate physical configuration for axi-

symmetric flow of a liquid film with condensation effects flowing
on a rotating circular disk which rotates with constant velocity ��.
A variable with a superscript “*” represents a dimensional quan-
tity. Here the cylindrical polar coordinate axes r� ,�� ,z� are chosen
as the radial direction, the circumferential direction, and the axial
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direction, respectively. All associated physical properties and the
rate of film flow are assumed to be constant �i.e., time-invariant�.
Let u� and w� be the velocity components in the radial direction r�

and the perpendicular direction z� of the disk, respectively. The
governing equations of continuity, motion, and energy can be ex-
pressed as
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where v� is tangential velocity, � is constant fluid density, p� is
fluid pressure, g is acceleration due to gravity, � is fluid dynamic
viscosity, T� is fluid temperature, Cp is fluid specific heat and K is
fluid thermal conductivity.

On the disk surface z�=0. The boundary conditions are treated
as nonslip as follows:

u� = 0 �5�

w� = 0 �6�

T� = Tw
� �7�

The boundary conditions for the free surface at z�=h� are derived
based on the results given by Edwards et al. �14�. The boundary
condition approximated by the vanishing of shear stress is ex-
pressed as

� �u�
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�w�
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�r� �2� − 2� �u�

�r�
−
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�r� � = 0 �8�

The normal stress condition obtained by solving the balance equa-
tion in the direction normal to the free surface is given as
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The kinematic condition that ensures the flow does not travel
across a free surface can be given as

K� �T�
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�r�
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�t�
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�r�
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where Ts
� is vapor saturation temperature, Tw

� is wall temperature,
Pg

� is vapor pressure, h� is the local film thickness, hfg is the latent
heat of phase change, and S� is surface tension. By introducing a
stream function ��, the dimensional velocity components can be
expressed as

u� =
1

r�

���

�z�
, w� = −

1

r�

���

�r�
�12�

The following variables are used to form the dimensionless gov-
erning equations and boundary conditions

z =
z�

h0
�

r =
	r�

h0
�

t =
	t�u0

�

h0
�

h =
h�

h0
�

� =
	
�

u0
�h0

�2 Re =
u0

�h0
�

�

p =
p� − pg

�

�u0
�2 Pr =

��Cp

K
Pe = Pr Re, Nd =

�1 − ���2

� Pr2 ,

Fr =
gh0

�

u0
�2 , S =

S�

�u0
�2h0

�
, 	 =

2�h0
�


, � =

T� − Tw
�

Ts
� − Tw

�
�13�

where h0
� is the average film thickness, 	 is the dimensionless

wave number, u0
� is the scale of velocity, � is the kinematic vis-

cosity, Re is the Reynolds number, Pr is the Prandtl number, Fr is
the Froude number, Pe is the Peclet number, � is the Jakob num-
ber, � is density ratio, � is dimensionless temperature, and  is the
wavelength.

For simplification it is assumed that the liquid film is very thin
�h��r��. In consequence, it is reasonable to assume that the tan-
gential velocity is constant throughout the radial direction in the
thin film, i.e., v�=r���. In order to investigate the effect of angu-
lar velocity, ��, on the stability of the flow field, the dimension-
less parameter Ro �rotation number� is defined as

Ro =
��h0

�

u0
�

�14�

In terms of these nondimensional variables, the equations of
motion and energy can be expressed as

r−1�zzz = − Re rRo2 + �	 Re�pr + r−1�tz + r−2�z�rz − r−3�z
2

− r−2�r�zz�� + O�	2� �15�

pz = − Fr + 	�− Re−1 r−1�rzz� + O�	2� �16�

�zz = 	 Pe�r−1�z�r − r−1�r�z + �t� + O�	2� �17�

Using nondimensional variables, the boundary conditions at the
surface of disk z=0 reduce to

� = �r = �z = 0 �18�

and the boundary conditions at the free surface of disk z=h be-
come

Fig. 1 Schematic diagram of a thin condensate film flowing on
a rotating disk
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r−1�zz = 	2�r−1�rr − r−2�r + 2hr�1 − 	2hr
2�−1�2r−1�rz − r−2�z��

�19�

p = − S	2hrr�1 + 	2hr
2�−3/2 + 	�− 2 Re−1�1 + 	2hr

2�−1�r−1�rz

+ r−1�zzhr�� − Nd · Re−2 �z
2 + O�	2� �20�

���z − 	2hr�r� − 	 Pe�ht + r−1hr�z + r−1�r� = 0 �21�

Hence the term 	2 S can be treated as a quantity of zeroth order
�15�. Since the long-wavelength modes that give the smallest
wave number are most likely to induce flow instability for the film
flow, the above equations can be computed by expanding the
stream function, flow pressure, and temperature in terms of some
small wave number �	�1� as

� = �0 + 	�1 + o�	2� �22�

p = p0 + 	p1 + o�	2� �23�

� = �0 + 	�1 + o�	2� �24�
The flow conditions of the thin film can be obtained by inserting
the above expressions into Eqs. �15�–�20� and then solving sys-
tematically the resulting equations. By collecting all terms of ze-
roth order 	0 and first order 	1 in the above governing equations
and boundary conditions, the solutions of the zeroth order and first
order equations were obtained and are given in the Appendix.

The zeroth and first order solutions are inserted into the dimen-
sionless free surface kinematic equation to yield the following
generalized nonlinear kinematic equation

ht + X�h� + A�h�hr + B�h�hrr + C�h�hrrr + D�h�hrrrr + E�h�hr
2

+ F�h�hrhrrr = 0 �25�
where

X�h� = −
�

h · Pe · 	
+

h3 · Re · Ro2�8Pe − 5 Re · ��
12Pe

�26�

A�h� = −
2Nd · 	

3r · Re
−

Fr · h3 · Re · 	

3r

+
h2 · r · Re · Ro2�8Pe − 5 Re · ��

8Pe
�27�

B�h� = −
2Nd · 	

3 Re
−

1

3
Fr · h3 · Re · 	 +

2

15
h6 · r2 · Re3 · Ro4 · 	

�28�

C�h� =
h3 · Re · S · 	3

3r
�29�

D�h� =
h3 · Re · S · 	3

3
�30�

E�h� = − Re · Fr · h2 · 	 +
4

5
h5 · r2 · Re3 · Ro4 · 	 �31�

F�h� = Re · S · h2 · 	3 �32�

3 Stability Analysis
The dimensionless film thickness when expressed in perturbed

state can be given as

h�r,t� = 1 + ��r,t� �33�

where � is a perturbed quantity of the stationary film thickness.
Substituting the value of h�r , t� into the evolution Eq. �25� and all

terms up to the order of �3 are collected, the evolution equation of
� becomes

�t + X�� + A�r + B�rr + C�rrr + D�rrrr + E�r
2 + F�r�rrr

= − �X�

2
�2 +

X�

6
�3 + �A�� +

A�

2
�2��r + �B�� +

B�

2
�2��rr

+ �C�� +
C�

2
�2��rrr + �D�� +

D�

2
�2��rrrr

+ �E + E����r
2 + �F + F����r�rrr� + O��4� �34�

where the values of X, A, B, C, D, E, F and their derivatives are
all evaluated at the dimensionless height of the film h=1.

3.1 Linear Stability Analysis. When the nonlinear terms of
Eq. �34� are neglected, the linearized equation is given as

�t + X�� + A�r + B�rr + C�rrr + D�rrrr = 0 �35�
In order to use normal mode analysis we assume that

� = a exp�i�r − dt�� + cc �36�

where a is the perturbation amplitude and cc is the complex con-
jugate counterpart. The complex wave celerity, d, is given as

Fig. 2 „a… Linear neutral stability curves for three different Ro
values at r=75 and „b… linear neutral stability curves for three
different r values at Ro=0.1
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d = dr + idi = �A − C� + i�B − D − X�� �37�

where dr and di are regarded as the linear wave speed and linear
growth rate of the disturbance, respectively. The solution of the
disturbance about h�r , t�=1 is asymptotically stable or unstable
according as di�0 or di�0.

3.2 Weakly Nonlinear Stability Analysis. Nonlinear effects,
when they are weak enough, do not fundamentally alter the nature
of the motion. A weakly nonlinear solution can still be usefully
expressed as a superposition of plane waves, but the amplitudes of
these waves do not remain constant: they are modulated by non-
linear interactions. In order to characterize the nonlinear behavior
of thin film flow, the method of multiple scales �7� is employed
here and the resulting Ginburg–Landau equation �16� can be de-
rived following the same procedure as Chen et al. �17�, and Cheng
and Lai �18�.

�a

�t2
+ D1

�2a

�r1
2 − �−2dia + �E1+iF1�a2ā = 0 �38�

where

e = er + iei

=
�−

X�

2
+ B� − D� + E − F��16D − 4B + X�� + 6C�A� − C��

�16D − 4B − X��2 + 36C2

+ i

6C�−
X�

2
+ B� − D� + E − F� − �A� − C���16D − 4B + X��

�16D − 4B + X��2 + 36C2

�39�

D1 = ��B − 6D� + i�3C�� �40�

E1 = �X� − 5B� + 17D� + 4E − 10F�er − �A� − 7C��ei

+ �X�

2
−

3

2
B� +

3

2
D� + E� − F�� �41�

F1 = �X� − 5B� + 17D� + 4E − 10F�ei + �A� − 7C��er +
1

2
�A� − C��

�42�

The overhead bar appearing in Eq. �38� stands for the complex
conjugate of the same variable. Equation �38� can be used to
investigate the weak nonlinear behavior of the fluid film flow. In
order to solve for Eq. �38�, we assume a filtered wave with no

Fig. 3 „a… Neutral stability curves of condensate film flows for Ro=0.1 and r=75, „b… neutral stability
curves of condensate film flows for Ro=0.15 and r=75, and „c… neutral stability curves of condensate
film flows for Ro=0.1 and r=100
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spatial modulation, so the filtered wave can be expressed as

a = a0 exp�− ib�t2�t2� �43�
After substituting Eq. �43� into Eq. �38�, one can obtain

�a0

�t2
= ��−2di − E1a0

2�a0 �44�

��b�t2�t2�
�t2

= F1a0
2 �45�

The associated wave amplitude �a0 in the supercritical stable re-
gion and the nonlinear wave speed Ncr are then derived and given
as

�a0 =� di

E1
�46�

Ncr = dr + di�F1

E1
� �47�

If E1=0, then Eq. �44� is reduced to a linear equation. The second
term on the right-hand side of Eq. �44� is due to nonlinearity and
may moderate or accelerate the exponential growth of the linear
disturbance according to the signs of di and E1. Equation �45� is
used to modify the perturbed wave speed caused by infinitesimal
disturbances appearing in the nonlinear system. The Ginzburg–
Landau equation can be used to characterize various flow states,
with the results summarized and presented as a Landau table �19�.

4 Numerical Illustration and Discussions
In order to numerically demonstrate our theoretical modeling,

we selected randomly but within specified ranges physical param-
eters for numerical experiment. The ranges for these parameters
are based on published reasonable ranges for these parameters
�17,20�. More specifically, these parameters and their values in-
clude: �1� Reynolds number �range from 0 to 15�, �2� dimension-
less perturbation wave numbers �range from 0 to 0.12�, �3� rota-
tion number �any one of the three values 0.1, 0.15, and 0.2�, �4�
dimensionless radius �any one of the three values 75, 100, and
125�. Other of our parameters are treated as constants for all nu-
merical computations since we are considering practical spin coat-
ing systems in which these variables are not expected to undergo
significant variation. The Re, Pe, Fr, and 	2 S are taken to be of
the same order �O�1�� �17,20�, so the values of dimensional quan-
tities are taken as a constant dimensionless surface tension S
=6173.5 �17,20,21� and Fr=9.8. Other dimensionless parameters
related to fluid properties are also selected as constants: the Jakob
number �=0.0872, Prandtl number Pr=2.62, and density ratio �
=0.000611. These last three physical quantities are taken from the
characteristics of condensate water at the temperature of Tw

�

+�T /3, except for surface tension at 373 °K. The pressure of the
system is set to 1 atm �20�.

4.1 Linear Stability Analysis. By setting di=0 in the linear
stability analysis, the neutral stability curve can be determined
easily from Eq. �37�. The 	-Re plane is divided into two different
characteristic regions by the neutral stability curve. One is the
linearly stable region, where small disturbances decay with time
and the other is the linearly unstable region, where small pertur-
bations grow as time increases. Figure 2�a� shows that the stable
region decreases and unstable region increases with an increase in
rotation number. Figure 2�b� shows that the stable region de-
creases and the unstable region increases with increasing radius of
the circular disk. Hence one can say that with regard to linear
stability analysis, the rotation number and the radius of circular
disk generate similar destabilizing effects.

4.2 Weakly Nonlinear Stability Analysis. Figures 3�a�–3�c�
show the neutral stability curves for subcritical instability, �di

�0,E1�0�; subcritical stability, �di�0,E1�0�; supercritical sta-
bility, �di�0,E1�0�; and the supercritical explosion, �di�0,E1
�0�. Figure 4�a� shows the threshold amplitude in the subcritical
instability region for various wave numbers with different Ro val-
ues at Re=3 and r=75. The results indicate that the threshold
amplitude �a0 becomes smaller as the value of rotation number
�Ro� increases. Figure 4�b� shows the threshold amplitude in the
subcritical instability region for various wave numbers with dif-
ferent values of radius �r� at Re=3 and Ro=0.1. The results indi-
cate that the threshold amplitude �a0 becomes smaller as the value
of radius �r� changes from 75, 100, and 125. The reason for this
phenomenon is the existence of the centrifugal force term, which
is a radius-related force in the governing equation. Increasing the
radius and the rotation number results in accelerated growth of the
linear disturbance due to the centrifugal force. The film flow,
which has the higher threshold amplitude value, will become more
stable than those that have smaller ones. If the initial finite-
amplitude disturbance is less than the threshold amplitude, the
system will become conditionally stable.

Figure 5�a� shows the threshold amplitude in the supercritical
stability region for various wave numbers with different Ro values
at Re=9 and r=100. It is found that decreasing the rotation num-
ber will lower the threshold amplitude, whereupon the flow be-
comes relatively more stable. Figure 5�b� shows the threshold
amplitude in the supercritical stability region for various wave
numbers with different r values at Re=9 and Ro=0.1. It is also
found that decreasing of the radius of the circular disk will lower
the threshold amplitude.

The wave speed of Eq. �37� predicted by linear theory is a

Fig. 4 „a… Threshold amplitude in subcritical instability region
for three different Ro values at Re=3 and r=75 and „b… thresh-
old amplitude in subcritical instability region for three different
r values at Re=3 and Ro=0.1
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constant value for all wave numbers and rotation numbers. How-
ever, the wave speed of Eq. �47� predicted by nonlinear theory is
no longer a constant. It is actually a function of the wave number,
Reynolds number, rotation number, and the radius of disk. Figure
6�a� shows the nonlinear wave speed in the supercritical stability
region for various perturbed wave numbers and different Ro val-
ues at Re=9 and r=100. Figure 6�b� shows the nonlinear wave
speed in the supercritical stability region for various perturbed
wave numbers and different r values at Re=9 and Ro=0.1. It is
found that the nonlinear wave speed increases as the rotation num-
ber or the radius of the disk increase.

5 Concluding Remarks
The stability of a thin liquid film with condensation effects

during spin coating is investigated using the method of long-wave
perturbation. On the basis of the results of numerical modeling,
two conclusions can be drawn:

1. The modeling results indicate that the region of linear sta-
bility becomes smaller for increasing rotation number or in-
creasing radius. Hence one can say that in linear stability
analysis, the rotation number and the radius of a circular
disk give similar destabilizing effects.

2. Weakly nonlinear stability analysis has successfully revealed
the subcritical stability, subcritical instability, supercritical
stability, and supercritical explosion regions for the flow pat-

terns of a thin film on a rotating disk with condensation
effects. It is found that in subcritical instability region, the
threshold amplitude �a0 becomes smaller as the value of the
rotation number or the radius of circular disk become larger.
When the initial finite-amplitude disturbance is less than the
threshold amplitude, the flow will be conditionally stable.
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Nomenclature
Cp � specific heat of fluid
D � complex wave celerity=dr+ idi
Fr � Prandtl number=gh0

� /uo
�2

g � acceleration due to gravity
h� � the local film thickness
h0

� � the average film thickness
hfg � latent heat

K � fluid thermal conductivity
Nd � dimensionless parameter= �1−���2 /� Pr2

Ncr � nonlinear wave speed
P� � fluid pressure
Pg

� � vapor pressure
Pe � local Peclet number=Pr Re

Fig. 5 „a… Threshold amplitude in supercritical stability region
for two different Ro values at Re=9 and r=100 and „b… thresh-
old amplitude in supercritical stability region for three different
r values at Re=9 and Ro=0.1

Fig. 6 „a… Nonlinear wave speed in supercritical stability re-
gion for two different Ro values at Re=9 and r=100 and „b…
nonlinear wave speed in supercritical stability region for three
different r values at Re=9 and Ro=0.1
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Pr � Prandtl number=��
Re � Reynolds number=u0

�h0
� /�

Ro � rotation number=��h0
� /u0

�

S � surface tension
T� � fluid temperature
Ts

� � vapor saturation temperature
Tw

� � wall temperature
u0

� � the scale of velocity
hfg � latent heat

Greek symbols
	 � dimensionless wave number
� � density ratio
� � small perturbation parameter

�a0 � wave amplitude
� � Jakob number

�� � angular velocity
� � dimensionless perturbed film thickness
 � perturbed wavelength

v� � tangential velocity
� � kinematic viscosity of the fluid
� � fluid dynamic viscosity
� � constant fluid density
� � stream function
� � dimensionless temperature

Appendix
Zeroth order solution can be given as
The solutions for the equations of order can be given as

�0 = 1
6r2 · Re · Ro2�3h − z�z2

p0 = Fr�h − z� − S	2hrr − Nd · Re−2 h−2

�0 = z
h

First order solution can be given as

p1 = Ro2�3z2 − 6z · h + h2 − r�z + h��hr

�1 = k1z8 + k2z7 + k3z6 + k4z5 + k5z4 + k6z3 + k7z2 + k8z + k9

�1 = C1z6 + 32z5 + C3z4 + C4z3 + C5z2 + C6z + C7

where

k1 = −
r2 · Re3 · Ro4

2016

k2 =
�3 + 5h�r2 · Re3 · Ro4

1260

k3 = −
h�5 + 3h�r2 · Re3 · Ro4

360

k4 =
r2 · Re2 · Ro2�2h4 · Pe · Re · Ro2 − h3 · Pe · r · Re · Ro2 · hr + 2	 · � · hr

2�
120h2 · Pe

k5 = −
r2 · Re2 · Ro2 · �

24h · Pe · 	

k6 =

r��2Nd

h3 + Fr · Re2�hr − Re2 · S · 	2 · hrrr�
6 Re

k7 =
1

360h2 · Re · Pe · 	
�r�h3 · r · Re3 · Ro2�h4�− 3

+ 20h�Pe · Re · Ro2 · 	 − 90�� − 30	 · hr�Pe�12Nd

+ 6Fr · h3 · Re2 − h6 · r2 · Re4 · Ro4�

+ 2h3 · r · Re3 · Ro2 · 	 · � · hr� + 180h3 · Pe · Re2S · 	3 · hrrr��

k8 = k9 = 0

C1 = −
Pe · Re · Ro2

90h2

C2 =
Pe · Re · Ro2

20h

C3 =
Pe · r · Re · Ro2 · hr

12h

C4 = −
�

6h3 · 	

C5 = 0

C6 = −
11

60
h3 · Pe · Re · Ro2 +

�

2h · 	
−

1

3
h2 · Pe · r · Re · Ro2 · hr

C7 = 0
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A Device for Measuring Thin Fluid
Flow Depth Over an Inclined
Open Rectangular Channel
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Accurate knowledge of the fluid flow depth over an inclined rect-
angular open channel is of obvious value in the modeling of flow
characteristics over that channel. Understanding of this type of
fluid flow behavior is of immense importance to the mineral pro-
cessing fraternity as a large number of separators work on this
principle. Therefore, a multiple point computer-controlled depth
gauge was developed to measure water flow depths at various
flow rates ranging from 0.81 l/s to 2.26 l/s over an inclined (17.5
deg) rectangular channel (2400 mm long and 370 mm wide). This
paper describes the details about the device and the data acqui-
sition procedure. An attempt has also been made to predict the
measured flow depths at various operating conditions by using a
modified form of the conventional law of the wall model. An over-
all relative error of 4.23% between the measured and the pre-
dicted flow depths at various flow rates establishes the validity of
the model. �DOI: 10.1115/1.3153362�

Keywords: open channel flow, surface waves, laminar boundary
layer, turbulent boundary layer

1 Introduction
Modeling of fluid flow behavior through open channels is an

established subject in the field of fluid mechanics, hydraulics en-
gineering, chemical engineering, etc. Most particle separators in
mineral processing involve particle motion through water and
separation between particles of differing size, and density takes
place as a result of the interplay of body forces �gravitation or
centrifugal�, drag forces, and particle inertia. An inclined rectan-
gular open channel is the simplest form of these separators in
which particle separation takes place in a flowing film of a few
millimeters thick. Therefore, the flow conditions in mineral sepa-
rators are different in terms of the size of the channel and the
operating flow depth to that of rivers and other devices used by
the chemical engineers. For this reason, a project was formulated
to model the particle separation characteristics in a thin flowing
stream of slurry using established theories in fluid mechanics. The
details of this work may be found elsewhere �1�.

The basic assumption made during modeling was that the flow
was fully developed, which means that the depth of flow remained
unchanged at any location along the length. Experimental verifi-
cation of this basic assumption was, therefore, essential.

It was also necessary to identify any effects of the sidewalls
across the entire width of the channel. Measuring of flow depth, a
few millimeters thick, over the entire width and length of the
channel with reasonable accuracy is not simple because of the
presence of random surface waves.

Holtham �2� developed a multiple point computer-controlled
depth gauge for studying the fluid flow depth profiles across a

spiral concentrator, and it was claimed that the accuracy of mea-
surement was within 0.25 mm. For this reason, a multipoint
computer-controlled depth gauge has been developed based on
Holtham’s �2� approach for the present study. The detailed de-
scription of this depth gauge is the subject matter of this paper. An
attempt has also been made to predict the water flow depth at
various flow rates using a modified form of the conventional law
of the wall.

2 The Experimental Rig
A closed-circuit test rig consisting of an open inclined rectan-

gular channel �sluice� was constructed for the experimental work
�Fig. 1�. The channel was made from a 6 mm thick plate glass,
2400 mm long, and 370 mm wide, stiffened with aluminum
angles. The 60 mm high sidewalls were made of 6 mm Perspex.
Water was pumped to the channel through a distribution box from
a 260 l sump by a centrifugal pump fitted with a variable speed
drive. Several deflective vanes were placed inside the distribution
box for uniform distribution of fluid over the channel. A specially
designed splitter was fitted at the discharge end to split the flow at
different flow heights. The flow thus split into underflow, and
overflow was collected through two Vezin type samplers so that
the exact flow rate could be back calculated accurately.

3 Description of the Device
Figure 2 shows the depth gauge mounted across the channel

width. A Perspex bar carrying 16 probes made of 2 mm diameter
stainless steel rod was raised or lowered by means of two ball
screws. The ball screws were connected through a drive belt and
were driven by a small computer-controlled stepper motor.

To minimize the surface tension effect holding water to probes,
the tip of each probe was tapered and silver grease was applied.
The individual probes were located in a manner such that their
distances from the two side walls of the channel remained identi-
cal �5 mm, 15 mm, 25 mm, 35 mm, 45 mm, 85 mm, 125 mm, and
155 mm, respectively�. An additional probe had also been
mounted to provide a position feedback signal to compensate for
any slip in the stepper motor.

The circuit diagram of each probe is shown in Fig. 3. The
circuit consists of an operational amplifier �op-amp� to detect con-
tact with the fluid, and a Schmitt trigger to condition the signal to
the logic levels of the 486 PC to carry out the measurements. The
signals from the 16 probes and the signal from the feedback probe
were interfaced via a digital input/output �I/O� card to the personal
computer. The stepper motor was driven by the computer through
this card too. The metallic frame of the channel �termed as launder
electrode� was connected to a 5 V dc power supply so that the
depth probes when in contact with the fluid �termed as pulp con-
tact� flowing down the channel could get that voltage. The inter-
face card registered the signals from each probe through the elec-
tronics circuit and recorded 5 V �logic 1� indicating fluid contact,
or 0 V �logic 0� indicating no contact. The LABVIEW programming
language was used to drive the stepper motor as well as to inter-
rogate the probes.

3.1 Operation. Small holes were drilled through the channel
frame so that the gauge could be bolted at any chosen distance
from the discharge end of the channel. Prior to starting each ex-
perimental run, the Perspex bar carrying the probes was driven
down until the feedback probe contacted a reference position. At
this position all the 16 probes were adjusted to be in contact with
the channel floor. Once steady-state flow conditions were
achieved in the channel, the measurement program was started,
and the bar was driven upward in one step increments at an inter-
val of 1 s. The LABVIEW software interrogated each probe for a
contact/no-contact signal with water, and the data were collected
by continuous sampling at 500 Hz. Interrogation took place every
time the probes were moved by one step by the stepper motor. The
data thus collected were recorded in separate files for each step of
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each probe for later analysis.
The data files were analyzed to determine the number of times

each probe was in contact with the water at each step. The frac-
tional number of contacts was then plotted against the number of
steps the probes had been lifted. For clarity a sample plot with
samples from only two probes, at distances of 5 mm �probe 1� and
155 mm �probe 2� from the side walls, is shown in Fig. 4. The
noise due to wave action is clearly visible.

To eliminate the wave effect and determine a consistent flow
depth, the C50, the point where the fractional contact is 50%, was
found by fitting the individual plots in Fig. 4 with a sigmoid
curve. The number of steps the probes stepped up in order to reach
the C50 point was then considered to be the real depth and was
converted to a depth in millimeters �48 steps equals 1 mm, i.e.,
each step equals 20.8 �m�.

3.2 Calibration. Calibration of the gauge was carried out as
follows. All the probes were first put in contact with the channel
surface and then they were lifted up 400 steps. A small rectangular
metal piece of known thickness was held to the channel surface
under the probe being checked. Then the probes were driven down
until the contact was sensed through the metal piece and the num-
ber of steps was noted. The metal piece was provided with 5 V for
electronics to sense its contact. Then the noted increments were
subtracted from the prefixed 400 steps to calculate the actual mea-
sured thickness of the metal piece. This procedure was repeated
several times for all the 16 probes, and it was found that the
measured and the actual thickness of the metal plate agree with an
error of 2.8%. This suggested that the depth gauge was accurate
enough to measure the fluid flow depth at any operating condition.

3.3 Measured Depths. Following the aforementioned proce-
dures, the water flow depths at 16 different locations across the
width of the channel at various flow rates �ranging from 0.81 l/s to
2.26 l/s� and a fixed channel inclination of 17.5 deg were then
measured. The depth measurement at each operating condition
was repeated five times to calculate the average flow depth at a
particular location and to calculate the measurement errors. The
depth profiles across the width of the channel at different flow
rates are shown with error bars �two standard deviations� in Fig. 5.

From Fig. 5 it can be observed that there is slight increase in
flow depth close to the side walls as expected, but the depth re-
mains almost constant in the middle portions. However, the very
low ratio of the measured average flow depth �approximately 4
mm maximum� at the maximum operating flow rate and the width
of the channel �370 mm� suggest that the channel may be consid-
ered as a wide open channel. This means that the effects of the
side walls on the principal nature of flow may safely be ignored.
Several measurements were made 500 mm from the inlet all the
way to the outlet following the similar methodology. It was found
that the average measured depth at any point remained constant

Fig. 1 Schematic of the experimental rig

Fig. 2 Depth gauge mounted on the channel

Fig. 3 Schematic diagram of electronic circuit

Fig. 4 Fractional contacts of probes with water
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�within 0.05 mm� along the length of the channel, which justifies
the assumption of fully developed flow over the channel.

4 Modeling
Ignoring the influence of the sidewalls, the flow is essentially

one dimensional where any variable is a function only of the
coordinate normal to the channel floor �the y direction�.

A simple force balance on an element of fluid permits calcula-
tion of the shear stress at the bottom surface

�0 = �ghf sin � �1�

where � is the fluid density, g the acceleration due to gravity, hf
the depth of the flow, and � the channel inclination.

The Reynolds numbers at the lowest and the highest flow rates
used �0.81 l/s and 2.26 l/s� were calculated to be 2189 and 6108,
respectively, using the following formula:

Re = ��Q/�W�

where � is the water density, Q is the total volumetric flow, � is
the viscosity of water, and W is the channel width.

The critical Reynolds number for this type of flow lies between
250 and 600 �3� and therefore, the flow is considered to be turbu-
lent. In such a hydrodynamic regime, a typical thick boundary
layer flow consisting of a viscous sublayer on the bottom of the
channel followed by a transition zone to a turbulent boundary
layer is expected to be observed. If the flow depth is sufficient, a
region of more or less fully developed turbulent flow should exist
beyond the turbulent boundary layer.

Within an inner region the time-averaged flow velocity, �x, is
dependent only on the shear stress at the wall, �0, the distance
from the channel bed, y, and the kinematic viscosity, �. Using the
“law of the wall,” the equation for this region is

�x

��
=

1

k
ln���y

�
� + B �2�

where ��=��0 /� is the shear or friction velocity, k �approxi-
mately 0.41� is known as the von Karman constant, and B�5.0 is
a dimensionless constant �4�.

This profile should predict the velocity profile up to a dimen-
sionless distance �5� of

y+ =
��y

�
� 750 �3�

Considering a fixed channel inclination of 17.5 deg, this dimen-
sionless depth is equivalent to a flow depth of approximately 5.35
mm. The actual flow depth at the operating conditions prevailing
in the channel may be expected to be less than 5.35 mm, so Eq.

�2� for the velocity profile may well be applicable to the entire
region of the flow.

In the viscous sublayer, the time-averaged flow velocity, �x,
can be written as

�x = ��2y/� �4�

This is a linear profile dominated by viscous forces, and its thick-
ness is given by

�v 	 6�/�� �5�

The transition region occurs approximately in the region between
6���y /��30, beyond which the boundary layer flow is deemed
turbulent �5�.

Now if the linear and logarithmic profiles are matched at y
=hm, then from Eqs. �2� and �4� it can be written that

��hm

�
=

1

k
ln���hm

�
� + B �6�

or

B =
��hm

�
−

1

k
ln���hm

�
� �7�

In Eq. �7�, substituting the previously mentioned approximate val-
ues of k and B, the dimensionless matching height, ym

+ =��hm /�,
becomes approximately 10.8.

The volumetric flow per unit width of the channel, q, can then
be determined from

q�y� =

0

y

�x�y�dy �8�

or

q�y� = �

0

hm ��2

�2 ydy + �

hm

y ���

�
�1

k
ln���y

�
� + B�dy �9�

After integration, Eq. �9� may be written in terms of the dimen-
sionless distance, y+=��y /�, and dimensionless matching height,
ym

+ , as

q�y� = ��y+�ym
+ −

1

k
ln ym

+� +
1

k
y+�ln y+ − 1� +

1

k
ym

+ −
ym

+2

2
�

�10�

The flow depth can now be calculated from a known value of total
flow rate, Q, by solving Eq. �10� numerically.

While solving Eq. �10� numerically, the density of water was
taken to be 997.1 kg /m3 and the kinematic viscosity 0.897
�10−6 m2 /s. For comparison purposes, the measured flow depth
data close to the side walls have been ignored by ignoring the data
recorded by the first and the 16th probes while calculating the
average flow depth at a given flow rate. The comparison of the
measured depth �average� and the predicted depth data at different
flow rates is shown in Fig. 6.

The overall percent difference between the measured and the
predicted depth data is calculated to be 4.23%. However, the fol-
lowing facts may be considered.

�1� Only the widely accepted values of von Karman’s constant
and the dimensionless constant in Eq. �2� are used here, but
these values may differ as they are mainly empirically de-
termined values for other flow conditions

�2� The errors associated with the average flow rate, the uncer-
tainty in measurement with the device �2.8%�, and the mea-
surement reproducibility �two standard deviations� are ne-
glected while calculating the overall error.

Fig. 5 Measured flow depth profiles at a distance of 1500 mm
from the inlet
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The conclusion may now be drawn that this model is adequate
to explain the thin water flow depth over an open inclined rectan-
gular channel.

5 Conclusions
Based on the above discussions, the following conclusions may

be drawn.

�1� The developed device can measure the thin fluid flow depth
of a few millimeters thick across the entire width of an
inclined channel with a precision of around 20 �m �1/48
mm�.

�2� The proposed data acquisition methodology can provide
statistically acceptable depth profile across the width of the
channel bypassing the effects of random surface waves.

�3� A modified form of the law of the wall can predict the flow
depth data with an overall relative error of 4.23% for a fluid
flowing over an inclined open rectangular channel.
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